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Abstract

This thesis is concerned with computation and graphical characterization of robust and stable equilibrium postures suited for quasistatic multi-legged locomotion. Quasistatic locomotion consists of a sequence of equilibrium postures in which the robot supports itself stably against gravity while moving free limbs to new foothold positions. Automated planning for quasistatic legged locomotion requires tools for identification and computation of feasible equilibrium postures on rough and unstructured terrains. Such postures must be robust with respect to inertial forces generated by motion of the internal limbs, and should also possess dynamic stability with respect to position-and-velocity perturbations. Lumping the kinematic structure of the robot into a single rigid body with variable center of mass, the objective of this thesis is reduced to finding the region of center-of-mass locations achieving robust and stable equilibrium stances for a given set of frictional contacts, assuming Coulomb’s friction model. The thesis formulates the center-of-mass region achieving feasible equilibrium and provides its geometric characterization, under a two-dimensional or three-dimensional gravitational field. The results are then generalized to computation of robust stances with respect to a given bounded set of disturbance forces and torques. Analyzing the system’s dynamics under initial perturbations that may include contact separation, rolling or sliding, the thesis defines the new notion of
frictional stability. The dynamics of planar mechanical systems with frictional con-
tacts is then formulated, using the concept of contact modes. Two fundamental
phenomena of frictional dynamics, namely, dynamic ambiguity and dynamic incon-
sistency, are analyzed. The strong equilibrium criterion, which eliminates dynamic
ambiguities is reviewed, and the novel persistent equilibrium criterion, which elim-
inates dynamic inconsistencies, is developed. These two criteria are formulated in
terms of mass distribution and center-of-mass location, and are proven to be a key
component in frictional stability, guaranteeing that a separated contact is recovering
in finite time. The recovering of a separated contact involves a collision followed by
an impact event, at which the dynamic solution is non-smooth. The dynamics of a
planar rigid body undergoing sequential collisions at two contacts is formulated as a
hybrid dynamical system, composed of phases of continuous dynamics interleaved by
discrete impact events. Two types of dynamic solutions, the bouncing motion and
the clattering motion, converging to re-establishment of one or two contacts, are ana-
lyzed. Using the technique of Poincaré map, the conditions for existence and stability
of clattering motion are derived. The clattering stability condition depends on the
coefficient of restitution, the mass distribution, and center-of-mass location. Finally,
frictional stability is addressed, using the concept of completed dynamical system
that concatenates the continuous phases of frictional dynamics with the phases of hy-
brid dynamics. The two components of persistent equilibrium and clattering stability
are proven to be sufficient for frictional stability of planar two-contact stances. The
theoretical analysis in this thesis is supported by graphical examples, experimental
results, and numerical dynamic simulations.
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Chapter 1

Introduction

Multi-legged robots capable of autonomous quasistatic locomotion are becoming progressively more sophisticated. Developers of legged robots strive to achieve stable locomotion on uneven terrains such as staircases [42], complex posture changes such as sitting and standing up [119], cargo lifting [74], and climbing [13, 59]. Possible applications of legged robots are, for example, surveillance of collapsed structures for survivors [107], inspection and testing of complex pipe systems [88], and maintenance of space stations or hazardous structures such as nuclear reactors [97], all requiring motion in congested, unstructured, and complex environments.

Quasistatic locomotion can be characterized as a series of postures in which the mechanism supports itself against gravity while moving its free limbs to new positions. For instance, the 3-legged robot shown in Figure 1.1 moves with a gait of 3-legged phases interleaved with 2-legged phases where it lifts a leg to a new position [93]. In order to achieve autonomous locomotion of such robots over uneven terrains, one needs basic tools for selecting postures that can passively support the mechanism against gravity.
Figure 1.1: A 3-legged robot moving in a two-dimensional gravitational environment (the mechanism is supported by frictionless air bearings against the inclined plane).

while allowing motion of its free limbs according to task specification. On rough terrain, the robot must account for friction forces at its contacts with the environment, in order to achieve an equilibrium posture and generate the propulsion forces required for its motion. In order to resist the inertial wrenches (i.e. forces and torques) generated by motion of the internal limbs, the robot’s posture should be robust with respect to a given neighborhood of external wrenches. Furthermore, a walking robot should be able to recover small position-and-velocity perturbations, which may cause contact separation, rolling or sliding at its footpads. Such perturbations can be caused by inaccuracies in the coordinated motion of internal limbs, as well as external disturbances such as wind or vibrations. Thus, the selected postures must also possess dynamic stability with respect to such perturbations. The goal of this research thesis is to provide the basic tools for computation and geometric characterization of dynamically stable equilibrium postures of a multi-legged robot on a rough frictional terrain, under a two-dimensional or three-dimensional gravitational field. The thesis uses a simplifying paradigm that lumps the complex kinematic structure of a robot into a single rigid body having the same contacts with the environment, and a variable center of mass. The key objective of this work is thus reduced as follows. Given a set
of frictional contacts, find the region of center-of-mass position achieving an equilibrium stance, which is robust with respect to disturbance wrenches, and dynamically stable with respect to position-and-velocity perturbations.

1.1 Literature Review

This section provides a survey of relevant works in the literature. The survey is divided into parts according to the different subjects treated in this thesis.

1.1.1 Quasistatic legged locomotion

In the field of quasistatic legged locomotion on rough terrains under the influence of gravity, some works conducted autonomous motion planning in the robot’s full configuration space, e.g. [11, 13, 59]. In the reduced planning of center-of-mass and foothold location, a classical concept for characterization of feasible equilibrium stances is the support polygon principle [65], which states that the center-of mass must lie above the polygon spanned by the contacts. This principle was further extended for dynamic motion synthesis of humanoid robots with the concept of zero moment point (ZMP) [114]. This concept is widely used in current literature on humanoid robots, e.g. [42, 55, 113, 119]. However, the main limitation of the ZMP concept is that it assumes flat horizontal terrains. Recent attempts to generalize the ZMP concept to rough terrains appear in [35, 36]. Using a different approach, Bretl et al. [14] compute an adaptive approximation of the center-of-mass region for feasible equilibrium stances on frictional contacts in 3D. Their algorithm is based in iterative steps of solving convex optimization problems for checking the feasibility of a sampled center-of-mass locations. Finally, a milestone in robotic legged locomotion on
rough terrain is the six-legged biologically-inspired RHEX robot [96]. The actuation of the six legs of RHEX is tuned such that at each instant, a triplet of legs touch the ground, and generate a tripod stance. Thus, RHEX is capable of performing fast and dynamic motion, while the alternating tripods guarantee swinging between equilibrium stances. Note that most of the works mentioned above discuss the feasibility of static equilibrium, and do not consider dynamic stability.

1.1.2 Frictional grasping and manipulation

The problem of center-of-mass and foothold selection in order to achieve a frictional equilibrium stance is closely related with the problem of grasp planning, which was widely addressed in literature (see [10] for a thorough survey). Typical grasping systems assume full control of the contact forces. In these systems force closure [72] captures the fingers’ ability to actively resist any external wrench acting on the grasped object [17, 56, 98, 118]. Multi-limb locomotion based on force closure is useful in tunnel-like environments where the mechanism can brace itself against opposing walls [33, 71, 94, 100]. However, legged locomotion on a terrain involves contacts that can typically balance only a neighborhood of wrenches about the gravitational force. Moreover, legged mechanisms are supported by passive contacts that can only react to applied wrenches. Legged locomotion is thus more related to passive grasping applications such as whole arm manipulation\(^1\) [69, 75, 109, 110], fixturing [115, 120], and object recognition [54]. An especially relevant work by Erdmann et al. considers the feasible center-of-mass positions of objects held in frictional 2-contact stances by a palm manipulator [26]. Note, however, that a multi-legged mechanism can control

\(^{1}\)In whole arm manipulation an object is manipulated by one or more articulated mechanisms which are allowed to establish multiple mid-link contacts with the manipulated object [10].
the gravitational wrench by varying its center-of-mass position. The latter possibility is analogous to pushing applications, where an object is manipulated in a planar environment by a pushing force [58, 62]. A graphical moment-labeling technique developed for these applications [18, 61] can be adapted to the 2D stances considered here. However, this method, which is limited to planar analysis, does not admit a natural extension to consider stance robustness with respect to external wrenches.

Under Coulomb’s friction model in three dimensions, the frictional constraints become quadratic. Discussing frictional grasps in 3D, some works used polyhedral approximation of the friction cones [51, 90]. This approach enables formulation of equilibrium and grasp optimization as linear programs. Using the exact constraints, Bicchi [9] formulated the frictional force-closure test as a nonlinear differential equation. Han et. al. [38] formulated the exact frictional constraints as a linear matrix inequality (LMI) problem, for testing force-closure and optimizing actuator torques. While these methods are suitable for addressing a feasibility query or optimization of a scalar cost function, they have no generalization for computing the feasible center-of-mass region.

1.1.3 Dynamic stability of frictional equilibrium postures

Classical stability definitions for equilibrium points of a dynamical system are based on considering a small perturbation in the system’s state (i.e. position and velocity) about equilibrium, and analyzing the trajectory of the dynamical system in response to this perturbation (e.g. Lyapunov stability, [48, 52]). In the robotics literature, some works analyzed the stability of robotic systems with multiple contacts in the context of grasping. In [27, 73] the stability of force closure grasps is analyzed, under the assumption that the contact forces are actively controlled. In [44, 99, 101], the stability of force-closure grasps with passive fingers is considered, by modeling
the natural compliance at the contacts, and accounting for joints’ stiffness. This approach is further extended in [92], which uses the joints’ control law to induce linear contact compliance, and computes stable equilibrium postures of a legged robot in two-dimensional gravitational field. However, all the works mentioned above analyze stability only with respect to perturbations in which all contacts are maintained fixed (or rolling), and disregarded perturbations in which the contacts are sliding or separating. Mason et al. [64] analyzed dynamic stability of frictionless equilibrium stances on non-flat terrains in 2D and 3D, while accounting for all possible perturbations. In their analysis, they checked conditions for local minimum of gravitational potential energy on the stratified set of all non-penetrating configurations in configuration space. However, since frictional equilibrium postures are generally not associated with local minima of an obvious potential function, their method cannot be extended to the frictional case. Thus, a key objective of this thesis is to analyze the stability of frictional equilibrium postures with respect to all possible perturbations, including contact separation, rolling or sliding, under the rigid body paradigm, assuming that the contact forces are passively generated by frictional contact constraints. While initial progress toward stability analysis is reported for specific scenarios [29, 40, 87, 60], a general stability theory in frictional multi-contact settings is still a challenging open problem.

1.1.4 Dynamics under frictional contacts

Stability analysis of frictional equilibrium postures requires investigation of the system’s dynamics in response to a position-and-velocity perturbation. The dynamics of mechanical systems with frictional contacts under Coulomb’s friction model was
widely investigated in robotics literature, for applications such as dynamic simulations [105] and assembly planning [7]. The first to identify some paradoxical results related to the dynamics under rigid body paradigm and Coulomb’s friction model was Painlevé [83], with his famous sliding rod example. In this example, which was given some geometrical interpretations in [63], a thin rod is sliding on a frictional plane. For some certain choices of the rod’s physical parameters and geometry, there exist initial conditions under which the instantaneous solution of the rod’s constrained dynamics is inconsistent with the assumptions of the model. This paradoxical result has been recently resolved by a solution of impulsive forces, using the concept of tangential impact [8, 117], (or ”impact without collision” [16, 28]), in which the contact force becomes impulsive, causing a discontinuous velocity jump.

Another closely related phenomenon of frictional dynamics is the dynamic jamming, which was first analyzed by Dupont and Yamajako [24]. In a dynamic jamming scenario, a planar mechanical system with sliding contacts undergoes a singular event at which the contact forces and sliding accelerations become unbounded in finite time, and the sliding dynamics’ solution becomes inconsistent. After the jamming event, a tangential impact event occurs, causing an abrupt halt of sliding, followed by contact separation. This scenario, which is predicted by the tangential impact theory, was recently verified experimentally by Meltz, Or and Rimon [67] on an experimental system mimicking Painlevé’s rod.

The dynamics of planar mechanical system with frictional contacts admits a special structure, which is governed by the system’s contact modes [91]. The instantaneous frictional dynamics can be formulated as a linear complementarity problem [4, 57], which accounts for all contact modes in a unified framework. This formulation enables investigation of the conditions for existence and uniqueness of solution [86]. While
the problem of solution’s inexistence can be resolved by impulsive solutions [105] or tangential impacts [28, 117], the problem of dynamic ambiguity [25, 91], at which the instantaneous dynamics has multiple solutions, is indeterminable. Some attempts to address this problem are conducted in [23, 53], where the rigid body assumption and Coulomb’s friction model are relaxed, and a contact compliance model is used to predict the dynamic response and resolve the ambiguity. However, this approach is not only computationally intensive, but the mechanics of compliance in the presence of friction is still an open problem investigated in the solid mechanics literature [50].

In order to avoid the problematic cases of frictional dynamic ambiguity under the rigid-body paradigm, Pang and Trinkle [85] introduced the notion of strong stability criterion, which requires that the only consistent dynamic solution is static equilibrium. This principle of elimination dynamic ambiguity was used in applications of sensorless part insertion [6], manipulation tasks involving frictional contacts [7], and motion planning for robotic climbing [33]. Note that despite its name, strong stability criterion has no obvious relation to dynamic stability, and thus in this thesis it is called the strong equilibrium criterion.

1.1.5 Impact mechanics and hybrid dynamical systems

When considering the dynamics of mechanical systems with contacts in response to perturbations that involve contact separation, one must account for the impact occurring when a separated contact is recovered. The subject of rigid body collisions was widely explored in the literature, see, for example the textbooks [108] and [16] with the references therein. Many models were proposed for rigid body impact under Coulomb’s friction, e.g. [12, 21, 117]. The reader is referred to [16, 106] and to the Ph.D. thesis of Chaterjee [20] for a thorough review and comparison of frictional
impact models in 2D and 3D.

A mechanical system undergoing a sequence of impact events are a special subclass of *hybrid dynamical systems*, which are systems composed of phases of continuous dynamics interleaved by discrete events of "switching" or discontinuous jumps [37, 112]. A classical technique for analyzing the dynamics of such systems is the *Poincaré map* [34, 70]. This technique is based on sampling the dynamic solution of the hybrid system at the times of impacts, thus reducing the problem to analysis of discrete-time dynamical systems. Wang [116] used Poincaré map to analyze the stability of a single contact under sequential frictionless impacts. Goyal et al. [30, 31] analyzed the dynamics of clattering of a horizontal rod undergoing collisions at its two endpoints, under the simplifying assumption of negligible gravity.

A key feature in hybrid dynamical system is the *Zeno solution*, which is a solution that includes an infinite number of switches (or impact events) in finite time [41, 102, 112], as in the classical example of a bouncing ball [2, 121]. While the hybrid system fails to predict the dynamic solution beyond the Zeno time, Ames et al. proposed the concept of *completed dynamical system* [3] for mechanical systems under unilateral constraints. This concept suggests that at the Zeno point the system switches to a holonomically constrained dynamical system. Using this concept, the dynamic response to contact separation can be analyzed beyond the Zeno point associated with contact re-establishment, enabling characterization of dynamic stability in a physically meaningful way.
1.2 Summary of Contributions

This section outlines the structure of this thesis and summarizes the main contribution of each chapter.

Chapter 2 considers planar frictional stances, and discusses the computation of the feasible equilibrium region, denoted $\mathcal{R}$. The feasible equilibrium region for a given set of contacts is the region of center-of-mass locations for which equilibrium can be generated by the contact forces under Coulomb’s friction model. The section shows that $\mathcal{R}$ is a vertical strip whose boundaries can be computed by solving two linear programming problems. The section also provides a graphical construction of $\mathcal{R}$ for two contacts, and gives an efficient geometric algorithm that computes $\mathcal{R}$ for multiple contact stances. Next, the results are extended to computation of the robust equilibrium region, which guarantees feasible equilibrium under any external wrench within a given bounded neighborhood of the nominal gravitational wrench. Finally, the theoretical results are validated by experiments that test the robustness of a two-legged planar mechanism on a frictional terrain.

Chapter 3 is concerned with computation of the feasible equilibrium region $\mathcal{R}$ for frictional stances in three dimensions. Some fundamental properties of $\mathcal{R}$ are established, along with its relations with the classical support polygon principle, which states that the center-of-mass must lie within the vertical prism spanned by the contacts in order to maintain feasible equilibrium. Focusing on three-contact stances, the computation of $\mathcal{R}$, which is essentially nonlinear due to the quadratic nature of Coulomb’s friction law in 3D, is then addressed by two different approaches. The first approach formulates $\mathcal{R}$ as a projection of a five-dimensional convex region in the composite space of contact forces and center-of-mass location onto a two-dimensional
plane. Replacing the quadratic friction cones with polyhedrons, \( R \) can then be approximated to any desired accuracy by standard methods for projection of polyhedral sets onto lower-dimensional subspaces. The second approach formulates \( R \) as an intersection of a six-dimensional convex cone and a two-dimensional affine plane in wrench space, which is the composite space of net forces and torques. Using techniques of differential geometry, the exact boundary cells of \( R \) are then formulated, and their geometric characterization is obtained by methods of line geometry. Next, the effect of changes in the coefficient of friction on the topological structure of \( R \) is investigated. The theoretical results are then validated with an experimental setup of a three-legged mechanism with a variable center-of-mass. Finally, the chapter concludes by sketching the generalizations to multiple contacts and to consider stance robustness.

Chapter 4 defines the notion of frictional stability of equilibrium stances with respect to position-and-velocity perturbations. The dynamics of planar mechanical systems with frictional contacts is formulated using the concept of contact modes. Three phenomena which are unique to this kind of dynamics are dynamic ambiguity, dynamic inconsistency and dynamic jamming. The chapter analyzes these phenomena in terms of center-of-mass location and mass distribution. The concept of strong equilibrium, which eliminates dynamic ambiguities is then reviewed. It is then shown that strong equilibrium is a necessary condition for frictional stability. Next, the chapter defines a new notion of persistent equilibrium, which guarantees that the dynamic response avoids dynamic inconsistency and dynamic jamming scenarios, and results in recovering of separated contacts in finite time. Finally, the chapter concludes by sketching the generalizations to three dimensions, and to robustness of strong and persistent equilibrium.
Chapter 5 analyzes the dynamics of a planar rigid body undergoing sequential collisions at the contacts. The non-smooth impact event, occurring when a separated contact recovers, is formulated under the rigid body assumption, using the coefficient of normal restitution. The dynamical system is then formulated as a hybrid dynamical system, composed of phases of continuous dynamics interleaved by discrete impact events. Using the symmetric horizontal rod example, two different modes of motion, namely, the bouncing motion and the clattering motion, are analyzed. These motions result in converging to a Zeno solution associated with re-establishment of one or two contacts. Next, the region initial conditions leading to bouncing motion on a single contact is formulated. Using the technique of Poincaré map, the conditions for existence and stability of clattering motion are derived. The clattering stability condition depends on the coefficient of restitution and the rod’s mass distribution. Finally, the results are extended to general two-stances of a planar rigid body with variable mass distribution and center-of-mass location.

Chapter 6 combines the results of all previous chapters, and presents sufficient conditions for frictional stability of two-contact equilibrium stances of a planar rigid body. The chapter also provides a procedure for computation of the center-of-mass region achieving stable equilibrium stances on a given terrain, and demonstrates with graphical examples. Finally, Chapter 7 concludes by discussing limitations of the results in this thesis, and listing some possible directions of future research.
Chapter 2

Robust Equilibrium Stances in 2D

This chapter focuses on planar mechanisms supported by frictional contacts in a two-dimensional gravitational environment. As a first step, we lump the complex kinematic structure of the mechanism into a single rigid body $B$ having the same contacts with the environment and a variable center of mass. The feasible equilibrium postures associated with a given set of contacts and the nominal gravitational wrench correspond to center-of-mass locations of $B$ that guarantee a feasible equilibrium stance for the same contacts. However, the mechanism is additionally subjected to inertial forces generated by its moving parts. We lump these forces into a neighborhood of disturbance wrenches (i.e. forces and torques) centered at the nominal gravitational wrench. Under this reduction, a stance of $B$ is robust if the contacts can passively resist the entire wrench neighborhood. Based on this notion of robustness our objective is as follows. Given a $k$-contact stance of $B$ and a neighborhood of disturbance wrenches, we wish to identify the robust equilibrium region defined as all center-of-mass locations of $B$ at which the contacts can passively resist the wrench neighborhood.
The structure and contributions of the chapter are as follows. First, it considers center-of-mass positions that give a feasible equilibrium of $B$ under the influence of a single external wrench. Section 2.1 formulates this region as a linear programming problem. Section 2.2 provides its graphical characterization and a potentially faster line-sweep algorithm for its computation. The main result is that the feasible equilibrium region of a general $k$-contact stance is an infinite strip whose position and orientation is determined by the contacts and the external wrench acting on $B$. Next, this result is generalized to neighborhoods of disturbance wrenches. Section 2.3 formulates the robust equilibrium region as a linear programming problem and provides its graphical characterization. The main result in this section is that the robust equilibrium region of a general $k$-contact stance is a parallelogram whose shape and size is determined by the contacts and the wrench neighborhood. Section 2.4 reports on experiments validating the analytical equilibrium criterion on a two-legged prototype.

2.1 The Feasible Equilibrium Region

We now introduce basic terminology and define the feasible equilibrium region of a stance. Then we formulate the computation of the feasible equilibrium region as a linear programming problem, and draw two properties useful for its graphical characterization.

2.1.1 Basic terminology

Let $B$ be a planar rigid object with a variable center of mass, which is supported by $k$ frictional point contacts in a two-dimensional gravitational environment. The
gravitational force acting at $B$’s center of mass, denoted $f_g$, defines the vertical downward direction. The environment is assigned a fixed world frame aligned with the vertical direction, and $B$ is assigned a body frame with origin at its center of mass. The position of $B$’s center of mass in the world frame is denoted $x$. The contact points are denoted $x_1 \ldots x_k$ (all expressed in the fixed world frame), and the contact forces acting on $B$ are denoted $f_1 \ldots f_k$. Using this notation, the torque generated by $f_i$ about $B$’s center of mass is the scalar $\tau_i = (x_i - x)^T J f_i$, where $J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$.

Assuming Coulomb’s friction law, each force $f_i$ must lie in a friction cone, denoted $C_i$, in order to avoid sliding. Let $f_{n_i}$ and $f_{t_i}$ denote the normal and tangential components of $f_i$. Then $C_i = \{ f_i : |f_{t_i}| \leq \mu f_{n_i}, f_{n_i} \geq 0 \}$ where $\mu$ is the coefficient of friction. We also need the following equivalent terminology for $C_i$. Let $C_{l_i}$ and $C_{r_i}$ denote unit vectors along the left and right edges of $C_i$ (Figure 2.1(a)). Then the $i^{th}$ friction cone is given by $C_i = \{ f_{l_i} C_{l_i} + f_{r_i} C_{r_i} : f_{l_i}, f_{r_i} \geq 0 \}$. The object $B$ is additionally subjected to a disturbance wrench $(f_d, \tau_d) \in \mathbb{R}^2 \times \mathbb{R}$, where $(f_d, \tau_d)$ is expressed with respect to $B$’s center of mass. Let $w = (f_{ext}, \tau_{ext}) \in \mathbb{R}^2 \times \mathbb{R}$ denote the net external wrench acting on $B$, then $f_{ext} = f_g + f_d$ such that $\|f_d\| \ll \|f_g\|$. Since $f_g$ generates no torque about $x$, we have that $\tau_{ext} = \tau_d$.

The equilibrium condition is as follows. Let $G_f$ and $G_{\tau}$ denote the matrices associated with the forces and torques at the contacts:

$$G_f = \begin{bmatrix} C_1^l & C_1^r & \cdots & C_k^l & C_k^r \end{bmatrix}_{2 \times 2k}$$

$$G_{\tau} = -\begin{bmatrix} x_1^T J C_1^l & x_1^T J C_1^r & \cdots & x_k^T J C_k^l & x_k^T J C_k^r \end{bmatrix}_{1 \times 2k}$$

Let $f = (f_1^l f_1^r \cdots f_k^l f_k^r)$ denote the $2k$-vector of normal and tangential contacts.
force components. Then the equilibrium condition is given by

\[
\begin{bmatrix}
G_f \\
G_\tau
\end{bmatrix} \mathbf{f} = - \begin{bmatrix} f_{\text{ext}} \\ \tau(x) \end{bmatrix} \quad \text{and} \quad \mathbf{f} \geq \mathbf{0},
\]

(2.1)

where \( \tau(x) = x^T J^T f_{\text{ext}} + \tau_{\text{ext}} \) is the net torque generated by \( \mathbf{w} = (f_{\text{ext}}, \tau_{\text{ext}}) \) about the world frame origin. Note that the contact forces are statically indeterminate for \( k \geq 2 \) contacts. We can now formally define the feasible equilibrium region.

**Definition 1** Given a set of \( k \) frictional contacts and an external wrench \( \mathbf{w} \) acting on \( \mathcal{B} \), the **feasible equilibrium region** associated with \( \mathbf{w} \), denoted \( \mathcal{R}(\mathbf{w}) \), is the set of \( \mathcal{B} \)'s center-of-mass locations for which there exist contact forces \( f_i \in \mathcal{C}_i \) \((i = 1 \ldots k)\) satisfying the equilibrium condition (2.1).

### 2.1.2 Computation of the feasible equilibrium region

We show that the feasible equilibrium region is an infinite strip computable as a linear programming problem. As noted by several authors [13, 64], the equilibrium formulation (2.1) can be interpreted as a collection of linear inequalities in the composite \((\mathbf{f}, x)\) space. The following key theorem characterizes the feasible equilibrium region as a pair of linear programs.

**Theorem 1** Let \( \mathcal{B} \) be supported by \( k \geq 2 \) frictional contacts in a two-dimensional gravitational field, and be subjected to a net external wrench \( \mathbf{w} = (f_{\text{ext}}, \tau_{\text{ext}}) \). If the feasible equilibrium region \( \mathcal{R}(\mathbf{w}) \) is nonempty, it is generically an **infinite strip** parallel to \( f_{\text{ext}} \) given by

\[
\mathcal{R}(\mathbf{w}) = \{ x \in \mathbb{R}^2 : \tau_{\text{min}} \leq x^T J^T f_{\text{ext}} + \tau_{\text{ext}} \leq \tau_{\text{max}} \},
\]

(2.2)
where \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) are obtained by solving the linear programming problems:

\[
\begin{align*}
\tau_{\text{min}} &= \min \{-G_{\tau}f\} \\
\text{s.t.} \quad G_f f &= -f_{\text{ext}} \\
f &\geq 0
\end{align*}
\]

\[
\begin{align*}
\tau_{\text{max}} &= \max \{-G_{\tau}f\} \\
\text{s.t.} \quad G_f f &= -f_{\text{ext}} \\
f &\geq 0
\end{align*}
\]

(2.3)

**Proof:** The \( k \) contacts and external wrench are fixed. Hence the equilibrium and friction constraints take place in a \((2k+1)\)-dimensional space whose coordinates are \((f, \tau)\), where \( \tau \) is the net torque acting on \( B \) with respect to a fixed world frame. Since the constraints in (2.1) are linear in \( f \) and \( \tau \), they form a convex polytope in \( \mathbb{R}^{2k+1} \). For \( k \geq 2 \) contacts the projection of the \((f, \tau)\)-polytope onto the \( \tau \)-axis is an interval \([\tau_{\text{min}}, \tau_{\text{max}}]\). Once the interval is computed, its pre-image under the linear mapping \( \tau(x) = x^T J^T f_{\text{ext}} + \tau_{\text{ext}} \) yields an infinite strip parallel to \( f_{\text{ext}} \) of allowed center-of-mass locations. The projection of the polytope onto the \( \tau \)-axis is equivalent to the following pair of linear programs in \( f \)-space. According to (2.1), \( \tau = -G_{\tau}f \). Hence the extreme values of \( \tau \) over the \((f, \tau)\)-polytope correspond to the minimum and maximum of \(-G_{\tau}f\) over the \( f \)-polytope: \([f : G_f f = -f_{\text{ext}}, f \geq 0]\). These extreme values are \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) in the linear programs of the theorem. \( \square \)

Let us make three comments on the theorem. First, the interval \([\tau_{\text{min}}, \tau_{\text{max}}]\) captures the range of torques that can be resisted by contact reaction forces satisfying force equilibrium and friction constraints. The feasible equilibrium strip can therefore be written as \( \mathcal{R}(w) = \{x : \tau_{\text{min}} \leq \tau(x) \leq \tau_{\text{max}}\} \). Second, in certain situations \( \tau_{\text{min}} \) and/or \( \tau_{\text{max}} \) may not exist, either when the linear problem is infeasible, or when it is unbounded. In the first case, \( \mathcal{R}(w) \) is empty, while in the latter case \( \mathcal{R}(w) \) spans a halfplane, or the entire plane, as demonstrated in the example below. Third, for a single contact \( \mathcal{R}(w) \) is a line parallel to \( f_{\text{ext}} \) and passing through the contact. The
strip $\mathcal{R}(\mathbf{w})$ associated with $k \geq 2$ contacts degenerates to such a line in the special case where all friction cones point to the same side of $f_{\text{ext}}$ such that one friction cone edge is aligned with $f_{\text{ext}}$.

**Example 1.** Figure 2.1(a) shows the region $\mathcal{R}(\mathbf{w})$ for two contacts with $\mu = 0.3$, using the nominal gravitational wrench $\mathbf{w} = (f_g, 0)$. Note that $\mathcal{R}(\mathbf{w})$ is a vertical strip spanned by the polygon $C_1 \cap C_2$. This observation is part of the full graphical characterization discussed below. Figure 2.1(b) shows the same stance with $\mu = 2.0$, using the nominal gravitational wrench $\mathbf{w} = (f_g, 0)$. In this case $\tau_{\text{min}}$ and $\tau_{\text{max}}$ are unbounded and $\mathcal{R}(\mathbf{w})$ spans the entire plane. Note that in this case the line segment connecting $x_1$ and $x_2$ is contained in the friction cones $C_1$ and $C_2$, thus satisfying Nguyen’s frictional force closure condition [72]. In general, $\mathcal{R}(\mathbf{w}_0)$ is bounded when the friction cones are upward pointing, in the sense that $f_i \cdot f_g \leq 0$ for all $f_i \in C_i$ ($i = 1, 2$). Indeed, both friction cones are upward pointing in Figure 2.1(a), while none is upward pointing in Figure 2.1(b).

### 2.1.3 Properties of the feasible equilibrium region

We now describe two structural properties of $\mathcal{R}(\mathbf{w})$. The first property will be the basis for the graphical characterization and is stated in the following proposition.

**Proposition 2.1.1** Let $\mathcal{B}$ be supported by $k$ frictional contacts in a two-dimensional gravitational environment, and be subjected to an external wrench $\mathbf{w} = (f_{\text{ext}}, \tau_{\text{ext}})$. Then $\mathcal{R}(\mathbf{w})$ is the convex hull of the pairwise feasible equilibrium regions,

$$\mathcal{R}(\mathbf{w}) = \text{conv}\{\mathcal{R}_{ij}(\mathbf{w}) \mid 1 \leq i, j \leq k\},$$

where $\mathcal{R}_{ij}(\mathbf{w})$ is the feasible equilibrium region associated with two contacts $x_i$ and $x_j$, and $\text{conv}$ denotes convex hull.
A proof of the proposition appears in Appendix A.

This proposition asserts that $R(w)$ can be computed in terms of the equilibrium strips generated by all pairs of contacts. Since these strips are all parallel to $f_{ext}$, their convex hull is simply the strip bounded by the leftmost and rightmost edges of the pairwise strips. A second notable property is that $R(w)$ is completely determined by at most four out of the $k$ contacts. This observation is stated in the following corollary.

**Corollary 2.1.2** Let $B$ be supported by $k \geq 4$ frictional contacts in a two-dimensional gravitational environment, and be subjected to an external wrench $w = (f_{ext}, \tau_{ext})$. Let $R(w)$ be the feasible equilibrium region associated with $w$. Then there exist at least $k - 4$ contacts that can be removed without affecting $R(w)$.

A proof of the corollary also appears in Appendix A. Note that the remaining contacts are non-essential only for the purpose of determining the feasible equilibrium region. These contacts may prove important for other purposes, such as contact force minimization over the center-of-mass locations.
Example 2: Figure 2.1(c) shows the region $\mathcal{R}(\mathbf{w})$ for six contacts with $\mu = 0.4$, using the nominal gravitational wrench $\mathbf{w} = (f_g, 0)$. Computing the vertical strips $\mathcal{R}_{ij}(\mathbf{w})$ associated with all possible pairs of contacts, one can see that the leftmost edge is associated with $\mathcal{R}_{13}$ while the rightmost edge is associated with $\mathcal{R}_{56}$. The feasible equilibrium region associated with all six contacts is simply the vertical strip bounded by the leftmost and rightmost edges. Moreover, the four contacts $x_1, x_3, x_5, x_6$ completely determine $\mathcal{R}(\mathbf{w})$.

2.2 Graphical Characterization of Feasible Equilibrium Region

The $k$-contact feasible equilibrium region is the convex hull of the pairwise feasible equilibrium strips (Proposition 2.1.1). Hence we focus on the graphical characterization of the individual 2-contact equilibrium strips, with the understanding that the convex hull of the pairwise strips is a strip bounded by their leftmost and rightmost edges.

First consider the 2-contact equilibrium strip associated with the nominal gravitational wrench $\mathbf{w}_0 = (f_g, 0)$. In this case $\mathcal{R}(\mathbf{w}_0)$ is a vertical strip that can be obtained by union and intersection of five strips, each having a distinct geometric interpretation. The five strips are as follows. Let $C_i^-$ denote the negative reflection of the friction cone $C_i$ about its base point $x_i$. Let $S_0^{++}$ denote the infinite vertical strip spanned by the polygon $C_1 \cap C_2$. Similarly, let $S_0^{+-}, S_0^-+$, and $S_0^{--}$ denote the infinite vertical strips spanned by the polygons $C_1^+ \cap C_2^-, C_1^- \cap C_2^+, \text{ and } C_1^- \cap C_2^-$. Note that some of these polygons and their associated strips may be empty. The fifth strip, denoted $\Pi_0$, is the infinite vertical strip bounded by the contacts $x_1$ and $x_2$. The
Lemma 2.2.1 Let $B$ be supported by two frictional contacts in a two-dimensional gravitational environment, and be subjected to a nominal gravitational wrench $w_0 = (f_g, 0)$. Then the feasible equilibrium region $R(w_0)$ is an infinite vertical strip given by

$$R(w_0) = \left( (S_{0+}^+ \cup S_{0-}^-) \cap \Pi_0 \right) \cup \left( (S_{0+}^- \cup S_{0-}^+) \cap \bar{\Pi}_0 \right),$$

(2.4)

where $\bar{\Pi}_0$ is the complement of $\Pi_0$ in $\mathbb{R}^2$.

Proof: There are three external forces acting on $B$: the gravitational force $f_g$ acting at $x$, and the contact forces $f_1$ and $f_2$ acting at $x_1$ and $x_2$. The net moment generated by these forces must vanish at an equilibrium. It can be verified that the vanishing of the net moment implies that the three force lines intersect at a common point denoted $z$ (in the special case where all forces are parallel, $z$ lies at infinity). Since each $f_i$ must lie in its friction cone $C_i$, the point $z$ must lie in the intersection of the double-cones $C_1 \cup C_1^-$ and $C_2 \cup C_2^-$. The line of $f_g$ passes through both $x$ and $z$. Hence concurrency of the three force lines implies that $x$ must lie in one of the infinite vertical strips spanned by the intersection $(C_1 \cup C_1^-) \cap (C_2 \cup C_2^-)$. These are precisely the four strips $S_{0+}^+$, $S_{0+}^-$, $S_{0-}^+$, and $S_{0}^{--}$ (Figure 2.2(a)-(b)).

Next consider the force equation $f_1 + f_2 + f_g = 0$. Note that even though the concurrency point $z$ can lie in the double-cone $C_i \cup C_i^-$, the contact force $f_i$ can lie only in the positive cone $C_i$ for $i = 1, 2$. Let $u_i$ be a unit vector from $x_i$ to $z$ ($i = 1, 2$). There are four cases to consider depending on the location of the concurrency point $z$.

First consider the case where $z \in C_1 \cap C_2$. In this case $u_1 \in C_1$ and $u_2 \in C_2$. Hence each $f_i$ can be written as $f_i = \alpha_i u_i$ for some $\alpha_i \geq 0$. Let $f_g^\perp = J f_g$ denote the horizontal direction. Multiplying the equation $f_1 + f_2 + f_g = 0$ by $f_g^\perp$ gives:
\( \alpha_1(u_1 \cdot f_g^\perp) + \alpha_2(u_2 \cdot f_g^\perp) = 0 \). Since \( \alpha_i \geq 0 \), we conclude that \( u_1 \cdot f_g^\perp \) and \( u_2 \cdot f_g^\perp \) must have opposite signs. The graphical interpretation of this fact is that \( z \) must lie inside the vertical strip \( \Pi_0 \) bounded by \( x_1 \) and \( x_2 \). Since \( x \) and \( z \) lie on a common vertical line, \( x \) must lie in the intersection \( S_0^{++} \cap \Pi_0 \) (Figure 2.2(c)). Next consider the case where \( z \in C_1 \cap C_2^- \). In this case \( u_1 \in C_1 \) while \( u_2 \in C_2^- \). Hence \( f_i = \alpha_i u_i \) such that \( \alpha_1 \geq 0 \) and \( \alpha_2 \leq 0 \). The equation \( \alpha_1(u_1 \cdot f_g^\perp) + \alpha_2(u_2 \cdot f_g^\perp) = 0 \) now implies that \( u_1 \cdot f_g^\perp \) and \( u_2 \cdot f_g^\perp \) must have the same sign. The graphical interpretation of this fact is that \( z \) must lie outside the vertical strip \( \Pi_0 \). Thus, \( x \) lies in the intersection \( S_0^{+-} \cap \bar{\Pi}_0 \).

By applying similar arguments to the remaining two cases where \( z \in C_1^- \cap C_2^- \) and \( z \in C_1^- \cap C_2 \), formula (2.4) is obtained.

Note that the five vertical strips comprising \( R(w_0) \) always form a single connected strip (Theorem 1). The graphical characterization of \( R(w_0) \) also captures the situations where \( R(w_0) \) is unbounded, as in the example of Figure 2.1(b). The graphical characterization is consistent with the analysis provided in [15] for 3-legged climbing, and with the characterization given in [26] for object manipulation under the influence of gravity. It is also worth discussing the moment labelling technique developed for pushing applications in planar environments [18, 61]. This technique depicts the net reaction wrench generated by \( k \) frictional contacts in terms of signed polygons \( P_- \) and \( P_+ \). All lines passing between the two polygons in a direction determined by their sign are possible reaction wrenches. In particular, \( R(w_0) \) is the vertical strip bounded by \( P_- \) and \( P_+ \). Moment labelling can thus provide an alternative to our graphical technique of taking the convex hull of pairwise strips.

**Example 3:** Consider formula (2.4) for the special case where the two contacts lie on a common terrain segment. If the two friction cones contain the upward vertical
Figure 2.2: Graphical characterization of $\mathcal{R}(w)$ in four cases: (a) $\mathcal{R}(w_0) = S^{--} \cap \Pi$, (b) $\mathcal{R}(w_0) = S^{++} \cup S^{+}$, (c) $\mathcal{R}(w_0) = S_1^{++} \cap \Pi$, (d) $\mathcal{R}(w)$ for a general wrench $w = (f_{\text{ext}}, \tau_{\text{ext}})$.

direction, $S_0^{++} = S_0^{--} = I_{R^2}$ and $S_0^{+-} = S_0^{-+} = \emptyset$. In this case $\mathcal{R}(w_0) = \Pi_0$. This special case still holds true when the two contacts lie on disjoint pieces of the line segment joining the contacts.

Consider now the graphical characterization of the 2-contact feasible equilibrium strip for a general external wrench $w = (f_{\text{ext}}, \tau_{\text{ext}})$. When $\tau_{\text{ext}} = 0$ the net force $f_{\text{ext}} = f_g + f_d$ acts along a line passing through $B$’s center of mass, but now the line is rotated with respect to the vertical direction. In this case the feasible equilibrium region is constructed by the same procedure described above, except that now the five vertical strips are rotated as to match the direction of $f_{\text{ext}}$. When $\tau_{\text{ext}} \neq 0$, the wrench $w$ is equivalent to a pure force $f_{\text{ext}}$ acting on $B$ along a line having a perpendicular offset $d$ from $x$, where $d = \tau_{\text{ext}}/\|f_{\text{ext}}\|$. Hence the five strips are rotated and parallel shifted by $-d$ as shown in Figure 2.2(d). The following lemma summarizes the construction of the general 2-contact feasible equilibrium strip.

**Lemma 2.2.2** Let $B$ be supported by two frictional contacts in a two-dimensional gravitational environment, and be subjected a net external wrench $w = (f_{\text{ext}}, \tau_{\text{ext}})$. 25
Let $S^{++}, S^{+-}, S^{-+}, S^{--}$ be the strips spanned by the polygons $C_1 \cap C_2, C_1^+ \cap C_2, C_1^- \cap C_2^+, C_1^- \cap C_2^-$, and let $\Pi$ be the strip bounded by $x_1$ and $x_2$, such that the five strips are parallel to $f_{ext}$ and parallel shifted by $-\tau_{ext}/\|f_{ext}\|$. Then the feasible equilibrium region $R(w)$ is an infinite strip parallel to $f_{ext}$ given by

$$R(w) = \left( (S^{++} \cup S^{--}) \cap \Pi \right) \cup \left( (S^{+\mp} \cup S^{-\mp}) \cap \bar{\Pi} \right),$$

where $\bar{\Pi}$ is the complement of $\Pi$ in $\mathbb{R}^2$.

**Line sweep algorithm for computing $R(w)$**. The feasible equilibrium strip of a $k$-contact stance can be computed as the convex hull of all pairwise strips in $O(k^2)$ steps. We describe in Appendix B a more sophisticated line-sweep algorithm that computes $R(w)$ in practically $O(k)$ steps. The main steps of the algorithm for the case of $w_0 = (f_g, 0)$ are as follows. The algorithm stores the $2k$ directed lines aligned with the friction cones’ edges in lists $L_1$ and $L_2$. The list $L_1$ contains the lines pointing to the left of the upward vertical direction, while $L_2$ contains the lines pointing to the right of the upward vertical direction. The set of intersection points of left-pointing lines with right-pointing lines is denoted $S$. A key fact is that the edges of $R(w_0)$ are vertical lines passing through the leftmost and rightmost points of $S$. Let us next consider the computation of the right edge of $R(w_0)$ or, equivalently, the rightmost point of $S$. The algorithm computes in $O(k)$ steps a line $l'(0)$ on the right side of $S$. The algorithm also selects a suitable initial point of $S$, and defines the vertical line through this point as the initial sweep line $l(0)$. At the $i^{th}$ iteration the algorithm selects a vertical line at the middle of the strip bounded by $l(i)$ and $l'(i)$. Then it checks whether the middle line lies to the right of $S$. If it does, the middle line becomes $l'(i+1)$ and $l(i+1)$ moves to a new point of $S$ on the right side of $l(i)$. Otherwise $l'(i+1) = l'(i)$, and $l(i+1)$ moves to a point of $S$ which lies on the middle-line’s right
side. The algorithm next inspects the intersection pattern of the lines of $\mathcal{L}_1$ and $\mathcal{L}_2$ with $l(i+1)$, and removes from these lists lines that do not affect the points of $\mathcal{S}$ on the right side of $l(i+1)$. The iterations repeat until $\mathcal{L}_1$ and $\mathcal{L}_2$ become simultaneously empty. At this stage $l(i+1)$ has reached the rightmost point of $\mathcal{S}$ and the algorithm terminates.

The computational complexity of the algorithm is as follows. As discussed in the appendix, at least one line is removed from $\mathcal{L}_1$ or $\mathcal{L}_2$ in each iteration. Hence there are $O(k)$ iterations. The number of iterations is also bounded by the binary bisection to $\log(\Delta/\delta)$, where $\Delta$ is the initial search width and $\delta$ is the minimal search width. Since each iteration takes $O(k)$ steps, the total run-time is $k \cdot \min\{k, \log(\Delta/\delta)\}$. In practical settings $\log(\Delta/\delta)$ is a small constant, and the algorithm runs in $O(k)$ steps. An execution example of the algorithm on a 6-contact stance is provided in the appendix.

### 2.3 The Robust Equilibrium Region

So far we focused on the feasible equilibrium region of a $k$-contact stance associated with a specific external wrench. In this section we consider the robust equilibrium region associated with neighborhoods of external wrenches. The wrench neighborhoods represent inertial forces generated by moving limbs of the mechanism, but can also represent environmental disturbances as well as positioning inaccuracies. First we introduce a convenient parameterization for wrench neighborhoods and define the robust equilibrium region. Then we formulate the computation of the robust equilibrium region as a linear programming problem, and finally discuss its graphical construction.
2.3.1 Parametrization of the wrench neighborhood \( \mathcal{W} \)

The wrench parametrization is based on the following homogeneity property. If \( \mathbf{f} \) is the \( 2k \)-vector of reaction forces satisfying the equilibrium condition (2.1) for \( \mathbf{w}_{\text{ext}} \), then \( s\mathbf{f} \) satisfies (2.1) for \( s\mathbf{w}_{\text{ext}} \) where \( s \) is a positive scalar. Let \((f_x, f_y)\) denote the horizontal and vertical coordinates of \( f_{\text{ext}} \). Since \( f_{\text{ext}} = f_g + f_d \) such that \( f_g \) is vertical and \( \|f_d\| \ll \|f_g\| \), we may assume that \( f_y \neq 0 \). Thus we define homogeneous coordinates for wrench space as \((p, q)\), where \( p \triangleq f_x/f_y \) and \( q \triangleq \tau_{\text{ext}}/f_y \). The \((p, q)\) coordinates can be interpreted as follows. The nominal gravitational wrench, \( \mathbf{w}_o = (f_g, 0) \), corresponds to \((p, q) = (0, 0)\). Any other wrench \( \mathbf{w} = (f_{\text{ext}}, \tau_{\text{ext}}) \in \mathbb{R}^2 \times \mathbb{R} \) can be represented by its magnitude and an oriented line of action. The wrench’s line of action is oriented along \( f_{\text{ext}} \), and the horizontal distance of this line from \( B \)’s center-of-mass is \( \tau_{\text{ext}}/f_y \). Hence \( p \) represents the orientation of the wrench’s line of action, and \( q \) represents its horizontal distance from \( B \)’s center of mass at \( x \). Using \((p, q)\), we assume that \( \mathcal{W} \) is a rectangular neighborhood given by \( \mathcal{W} = \{(p, q) : \kappa_1 \leq p \leq \kappa_2, \nu_1 \leq q \leq \nu_2\} \), where \( \kappa_i \) and \( \nu_i \) are given constants for \( i = 1, 2 \). Note that \( \mathcal{W} \) is specified relative to the gravitational wrench in a way which is independent of the choice of world and body frames. The definition of the robust equilibrium region associated with \( \mathcal{W} \) is as follows.

**Definition 2** Given a \( k \)-contact stance and a neighborhood \( \mathcal{W} \) of external wrenches acting on \( B \), the **robust equilibrium region** of \( \mathcal{W} \), denoted \( \mathcal{R}(\mathcal{W}) \), is the set of \( B \)’s center-of-mass locations at which all wrenches of \( \mathcal{W} \) possess feasible contact forces \( f_i \in \mathcal{C}_i \) \((i = 1 \ldots k)\) satisfying the equilibrium equation (2.1).

The robust equilibrium region can be equivalently defined as the intersection of the feasible equilibrium strips associated with the individual wrenches in \( \mathcal{W} \) i.e., \( \mathcal{R}(\mathcal{W}) = \)
\( \cap_{w \in \mathcal{W}} R(w) \).

### 2.3.2 Computation of the robust equilibrium region

We now show how to compute the robust equilibrium region as a linear programming problem. In order to obtain the \((p, q)\) version of the equilibrium condition (2.1), we divide both sides of (2.1) by \(f_y \neq 0\) and obtain the equivalent equilibrium condition:

\[
\begin{bmatrix}
G_f \\
G_x
\end{bmatrix} f = -
\begin{pmatrix}
p \\
1 \\
\tau(x)
\end{pmatrix},
\]

(2.5)

where \(f \geq 0\) and \(\tau(x) = x^T J^T \begin{pmatrix} p \\ 1 \end{pmatrix} + q\). The following theorem characterizes the robust equilibrium region as a linear programming problem.

**Theorem 2** Let \(B\) be supported by \(k\) frictional contacts in a two-dimensional gravitational environment, and be subjected to a neighborhood \(\mathcal{W} = [\kappa_1, \kappa_2] \times [\nu_1, \nu_2]\) of disturbance wrenches. Then the robust equilibrium region of \(\mathcal{W}\) is a finite parallelogram given by

\[
R(\mathcal{W}) = \{ x \in \mathbb{R}^2 : \tau_{1,\min} - \nu_1 \leq x^T J^T f_{ext}^1 \leq \tau_{1,\max} - \nu_2 \\
\text{and} \quad \tau_{2,\min} - \nu_1 \leq x^T J^T f_{ext}^2 \leq \tau_{2,\max} - \nu_2 \},
\]

where \(f_{ext}^i = (\kappa_i, 1)\) for \(i = 1, 2\), and \(\tau_{i,\min}, \tau_{i,\max}\) are obtained by solving the linear programming problems:

\[
\begin{align*}
\tau_{i,\min} &= \min \{-G_{\tau} f\} \\
\text{s.t.} & \quad G_f f = -f_{ext}^i \quad f \geq 0
\end{align*}
\]

\[
\begin{align*}
\tau_{i,\max} &= \max (-G_{\tau} f) \\
\text{s.t.} & \quad G_f f = -f_{ext}^i \\
& \quad f_{ext}^i \quad f \geq 0
\end{align*}
\]

(2.6)
The Proof of this theorem appears in Appendix A.

The theorem can be easily extended to wrench neighborhoods $W$ specified as convex polygons in the $(p,q)$ plane. In this case $R(W)$ is the intersection of the feasible equilibrium strips associated with the external wrenches parametrized by the vertices of $W$. The theorem specifies a graphical construction of $R(W)$ as a parallelogram obtained by intersecting the feasible equilibrium strips associated with the vertices of $W$. This construction is illustrated in the following example.

**Example 3:** Consider the 2-contact stance shown in Figure 2.3(b), where the coefficient of friction is $\mu = 0.4$. We selected a rectangular wrench neighborhood $W = [-\kappa, \kappa] \times [-\nu, \nu]$ with $\kappa = 0.3$ and $\nu = \|x_2 - x_1\|/8$. The neighborhood $W$ is depicted in Figure 2.3(a) as a sector of force-directions representing the interval $[-\kappa, \kappa]$, and a strip of force-lines representing the interval $[-\nu, \nu]$. Figure 2.3(b) shows the strips $R(w_{ij})$ associated with the vertices of $W$, where each strip is constructed graphically using Lemma 2.2.2. The robust equilibrium region is the shaded parallelogram obtained by intersecting the four strips.
The example illustrates an important property of the robust equilibrium region. No matter how small is the wrench neighborhood $W$, it always imposes an upper limit on the height of $B$’s center-of-mass locations. In other words, as the height of $B$’s center of mass above the contacts increases, the neighborhood $W$ must shrink so that $B$’s center of mass would remain in the robust equilibrium region.

**Line sweep algorithm for computing $R(W)$**. In principle one can invoke the line-sweep algorithm of the previous section for each vertex of $W$, then intersect the resulting strips. But a more efficient use of the line-sweep algorithm is as follows. The neighborhood $W = [-\kappa, \kappa] \times [-\nu, \nu]$ crosses the $p$-axis at $(\kappa_1, 0)$ and $(\kappa_2, 0)$. These points represent zero-torque wrenches with $f_{ext}$ at the extreme orientations $\kappa_1$ and $\kappa_2$. By invoking the line-sweep algorithm at these two points rather than at the four vertices, one obtains two feasible equilibrium strips that can be processed as follows. The bounding lines of the two strips are parallel shifted by $-\tau_{ext}/\|f_{ext}\|$, using the values $(f_{ext}, \tau_{ext})$ at the vertices of $W$. This gives two narrower strips, and their intersection is precisely $R(W)$.

### 2.4 Experimental Results

We describe preliminary experiments that measure the static response of a two-legged prototype to disturbance forces. The goal of these experiments is to validate the stance equilibrium criteria for an object supported by frictional contacts against gravity and subjected to disturbance forces. The experimental system shown in Figure 2.4 consists of a two-legged prototype made of Aluminium. The center-of-mass position can be freely changed by sliding a heavy weight on a bar mounted on a rotational joint. However, the experiments focus on the response to varying disturbance forces
under a fixed center-of-mass position. The mechanism is placed on a terrain made of two rigid segments with adjustable slopes. The segments in the experiments form a symmetric v-shaped terrain with fixed slopes of $\alpha = 26.7^\circ$. The contacts are placed at equal heights on the two segments, at a horizontal distance $l = 237$ mm from each other. A horizontal force $f_d$ is applied on the mechanism by a variable weight hung on a string attached through a pulley to the mechanism’s central bar. The magnitude of $f_d$ is then gradually increased until it reaches a critical value at which the contacts break, roll, or slip. The critical force is recorded, and the process is repeated for different heights of $f_d$’s application point. Note that the measurements span a neighborhood about the origin in the $(p, q)$ parametrization of the previous section: the variation of $f_d$’s magnitude varies the orientation parameter $p$, and the variation of $f_d$’s height varies the torque parameter $q$. As a preliminary step, the coefficient of friction was experimentally determined to be $\mu = 0.25$ with a standard deviation of $\pm 6.5\%$.

Let us first analyze the mechanism’s response to varying disturbance forces. Let $h$ denote the height of $f_d$’s application point above the contacts. The disturbance
force has variable magnitude and application point height. The gravitational force has a constant magnitude $mg$, where $m = 2.4 \text{ kg}$ and $g$ is the gravity constant.

The net external force, $f_{ext} = f_g + f_d$, acts through the string attachment point at an angle $\beta = \tan^{-1}(\|f_d\|/mg)$ with respect to the vertical direction. The contact reaction forces are statically indeterminate in this setup, but critical events where an equilibrium ceases to be feasible can be determined as follows. Consider the case where $f_d$ is directed to the right. In this case two critical events can occur.

The first event occurs when the line of $f_{ext}$ passes through $x_2$ (Figure 2.5(a)). In this case the contact reaction force at $x_1$ vanishes, resulting in contact breakage at $x_1$ and rolling about $x_2$. The corresponding critical force angle is $\beta_1 = \tan^{-1}(l/2h)$. The second event occurs when the line of $f_{ext}$ passes through the intersection point of the friction cones’ right edges ($p_{rr}$ in Figure 2.5(b)). In this case both contacts start sliding to the left, and the contact reaction forces lie on the friction cones’ right edges. The corresponding critical force angle is $\beta_2 = \tan^{-1} \left( (l \sin 2\gamma / (2h \sin 2\gamma - l \cos 2\alpha - l \cos 2\gamma)) \right)$, where $\gamma = \tan^{-1}(\mu) = 13.8^\circ$. The critical disturbance force associated with contact breakage or sliding has magnitude $\|f_d\| = mg \tan(\beta)$ where $\beta = \min\{\beta_1, \beta_2\}$. The

---

**Figure 2.5**: Graphical characterization of critical disturbance force: (a) $\|f_d\| = mg \tan(\beta_1)$, and (b) $\|f_d\| = mg \tan(\beta_2)$. 
Figure 2.6: Experimental (dots) and theoretical (solid and dashed lines) results of \( \cot(\beta) \) as a function of \( h \). The bars represent two standard deviations.

event dominating \( \min\{\beta_1, \beta_2\} \) can be determined as a function of \( f_d \)'s application point as follows. When \( f_d \)'s application point lies inside the polygon \( C_1 \cap C_2 \) as in Figure 2.5(a), \( \beta_1 < \beta_2 \) and the mechanism starts rolling about \( x_2 \). When \( f_d \)'s application point lies above \( C_1 \cap C_2 \) as in Figure 2.5(b), \( \beta_2 < \beta_1 \) and the mechanism starts sliding at both contacts.

The experimental results are presented in Figure 2.6. For each force application height five experiments were conducted, and the average critical \( \|f_d\| \) was measured with its corresponding angle \( \beta \). In order to present a linear relationship, we plot \( \cot(\beta) \) as a function of \( h \). The dashed and solid lines are \( \cot(\beta_1) \) and \( \cot(\beta_2) \), computed analytically as a function of \( h \). Since \( \beta = \min\{\beta_1, \beta_2\} \), the experimental results were expected to follow the line of \( \cot(\beta_1) \) for \( h < h_0 \), then follow the line of \( \cot(\beta_2) \) for \( h > h_0 \). The height \( h_0 \) occurs when \( f_d \)'s application point lies at the top of the polygon \( C_1 \cap C_2 \), given by \( h_0 = l \cot(\alpha - \gamma)/2 = 517 \text{ mm} \). The experimental results are marked as dots with error bars of two standard deviations. One can see a close matching of the predicted behavior with the experimental results. The close matching validates the criteria employed in the construction of the robust equilibrium region.
The experiments also indicate that feasible equilibrium stances are generated by the mechanism without any dynamic ambiguity. This topic is further discussed in [77].

More extensive experiments with a 3-legged robot are currently under preparation (see Figure 1.1). In these experiments the robot either supports itself on three legs while adjusting its center of mass position, or it supports itself on two legs while lifting a third leg to a new position. Both phases involve inertial forces generated by moving parts of the mechanism. These forces act as disturbances on the contacts, and the experiments will verify that selection of robust postures allows the contacts to passively resist these disturbance forces.
Chapter 3

Frictional Equilibrium Stances in 3D

This chapter is concerned with computation and graphical characterization of equilibrium postures for mechanisms supported by frictional point-contacts in a three-dimensional gravitational field. For a given set of contacts, this problem is reduced to the computation of the center-of-mass feasible region $\mathcal{R}$, that maintains equilibrium stances while satisfying the frictional constraints.

The main contributions of this chapter are as follows. First, it provides three different approaches for implicit formulations of $\mathcal{R}$, and shows that these formulations are essentially nonlinear due to the quadratic nature of frictional constraints in 3D. Second, it provides an exact formulation for the boundary of $\mathcal{R}$ for three contacts. Third, it gives a geometric interpretation for the boundary of $\mathcal{R}$, describes its topological structure, and discusses its relation with the famous support polygon principle. Finally, this chapter shows experimental results for a 3-legged prototype supported on frictional terrain, that validate the theoretical computation.
The structure of this chapter is as follows. The next section formulates the equilibrium condition, defines the feasible center-of-mass region $\mathcal{R}$, and reviews some of its fundamental properties. Section 3.2 reviews the support polygon principle, and discusses its relation with the feasible region $\mathcal{R}$ for 3-legged stances. Section 3.3 formulates $\mathcal{R}$ as a projection of a five-dimensional convex set onto a two-dimensional plane. Replacing the quadratic friction cones with polyhedrons, this problem can is approximated to arbitrary accuracy by standard methods for a projecting of polyhedral sets onto lower-dimensional subspaces. Section 3.4 formulates $\mathcal{R}$ as an intersection of a six-dimensional convex cone and a two-dimensional affine plane in wrench space. Using techniques of differential geometry, The exact boundary cells of $\mathcal{R}$ are then formulated, and graphical examples are provided. Section 3.5 provides geometric interpretations for the boundary of $\mathcal{R}$, and shows how its topological structure is affected by changing the coefficient of friction $\mu$. Section 3.6 presents experimental results. Finally, the closing section discusses future extensions of the results to multiple contacts, and to stance robustness with respect to disturbance forces and torques.

3.1 Definition of Equilibrium Stances in 3D

We now define basic terminology and formulate the equilibrium condition in 3D. Then we define the feasible region of center-of-mass locations achieving equilibrium stances, and review some of its basic properties. Let a solid object $\mathcal{B}$ be supported by $k$ frictional contacts under gravity. Let $x_i$ be the position of the $i^{th}$ contact, and
let $f_i$ be the $i^{th}$ contact reaction force. The static equilibrium condition is given by

$$
\sum_{i=1}^{k} \begin{pmatrix} I & [x_i \times] \end{pmatrix} f_i = - \begin{pmatrix} I \end{pmatrix} f_g
$$

(3.1)

where $x_i$ is the position of the $i^{th}$ contact, $x$ is the position of $B$'s center-of-mass, $f_i$ is the $i^{th}$ contact reaction force, $f_g$ is the gravitational force acting at $x$, $I$ is the $3 \times 3$ identity matrix, and $[a \times]$ is the cross-matrix satisfying $[a \times]v = a \times v$ for all $v \in \mathbb{R}^3$. Note that for any $k \geq 3$ the static solution for $f_i$ is generically indeterminate of degree $3k - 6$. However, assuming point-contact with Coulomb's friction model, the contact forces $f_i$ must lie in their respective friction cones $C_i$, defined as

$$
C_i = \{ f_i : f_i \cdot n_i \geq 0 \text{ and } (f_i \cdot s_i)^2 + (f_i \cdot t_i)^2 \leq (\mu f_i \cdot n_i)^2 \},
$$

(3.2)

where $\mu$ is the coefficient of friction, $n_i$ is the outward unit normal at $x_i$, and $s_i, t_i$ are unit tangents at $x_i$, such that $(s_i, t_i, n_i)$ is a right-handed frame. The friction constraints can also be written as the following linear and quadratic inequalities:

$$
C_i = \{ f_i : f_i \cdot n_i \geq 0 \text{ and } f_i^T B_i f_i \leq 0 \}, \text{ where } B_i = [s_i \ t_i \ n_i] \cdot \text{diag}(1,1,-\mu^2) \cdot [s_i \ t_i \ n_i]^T.
$$

(3.3)

We assume that the coefficient of friction $\mu$ at all contacts is known. A 3D stance is defined by the contact points $x_i$ and the center-of-mass position $x$. For a given set of contacts $x_1 \ldots x_k$, the 3D feasible equilibrium region, denoted $\mathcal{R}$, is all center-of-mass locations for which there exist contact reaction forces $f_i \in C_i$ that satisfy the static equilibrium condition (3.1). The goal of this chapter is to compute the feasible region $\mathcal{R}$ for any given set of contacts. First, we review some fundamental properties of $\mathcal{R}$, summarized in the following proposition.
Proposition 3.1.1 ([81]) Let a solid object $\mathcal{B}$ be supported by $k$ frictional contacts against gravity in three-dimensions. If the feasible equilibrium region $\mathcal{R}$ is nonempty, it is an infinite vertical prism. This prism is a single connected set and its cross-section is convex. Furthermore, its dimension for $k$ contacts is generically $\min\{3, k\}$.

It is worth noting that for a single contact $\mathcal{R}$ is a vertical line through the contact, and for two contacts it is a vertical strip in the plane passing through the contacts. For $k \geq 3$ contacts $\mathcal{R}$ is a vertical prism whose position has no obvious relation to the position of the contacts. However, in the special case where all friction cones contain the upward vertical direction, the prism $\mathcal{R}$ contains the contacts. This special case is related to the familiar support polygon principle, discussed in the next section. Note, too, that for $k \geq 3$ contacts, a special case occurs when all contacts are aligned along a common spatial line. In this non-generic case, $\mathcal{R}$ degenerates to a two-dimensional strip that lies within the vertical plane passing through the contacts.

The problem of computing the prism $\mathcal{R}$ is thus reduced to computing its horizontal cross-section, denoted $\tilde{\mathcal{R}}$, in $\mathbb{R}^2$. Since $k = 3$ is the smallest number of contacts for which $\mathcal{R}$ is fully three-dimensional, this chapter focuses on the computation of $\tilde{\mathcal{R}}$ for 3-contact stances, while in the concluding section we discuss the extension to multiple contacts.

3.2 Relation to The Support Polygon Principle

The support polygon principle (known as the tripod rule in 3-legged cases) appears in the early quasi-static locomotion literature as a posture stability criterion over flat horizontal terrains [65]. This principle states that $\mathcal{B}$’s center-of-mass must lie in a vertical prism, denoted $\Pi$, which is spanned by the contacts. The support
polygon, denoted \( \tilde{\Pi} \), is defined as the horizontal projection of \( \Pi \). In the following, we show that for non-flat frictional terrains, the support polygon principle may yield unstable stances. We test the support polygon principle for 3-legged stances on general frictional terrains, and characterize the stances for which \( \Pi \) gives the exact feasible region \( \mathcal{R} \). We also characterize the stances for which either \( \mathcal{R} \subseteq \Pi \) or \( \Pi \subseteq \mathcal{R} \).

We will use the following definitions. First, \( \mathbf{e} = (0 \ 0 \ 1) \) denotes the upward vertical direction. A contact \( x_i \) is defined as quasi-flat if \( \mathbf{e} \in \mathcal{C}_i \). A stance is defined as quasi-flat if all its contacts are quasi-flat (Figure 3.1(a)). Second, the base plane \( \mathcal{B}_o \) denotes the plane passing through the three contact points in \( I \mathbb{R}^3 \), and \( n_o \) denotes the normal to \( \mathcal{B}_o \), chosen such that \( \mathbf{e} \cdot n_o \geq 0 \). A 3-legged stance is defined as tame if \( \mathbf{e} \cdot n_o > 0 \) and all forces \( f_i \in \mathcal{C}_i \) satisfy \( f_i \cdot n_o > 0 \) for \( i = 1, 2, 3 \). The following theorem determines the relation between \( \mathcal{R} \) and \( \Pi \).

**Theorem 3** Let a solid object \( \mathcal{B} \) be supported in a 3-legged stance on frictional contacts against gravity in three-dimensions. Let \( \mathcal{R} \) denote the feasible equilibrium region, and let \( \Pi \) denote the vertical prism spanned by the contacts. Then:

1. For quasi-flat stances, \( \Pi \subseteq \mathcal{R} \)

2. For tame stances, \( \Pi \supseteq \mathcal{R} \).

**Proof sketch:** The proof of part 1 is trivial and uses the convexity of \( \mathcal{R} \). The proof of part 2 is based on the following argument. Let \( l_{ij} \) denote the line passing through two contacts \( x_i \) and \( x_j \), and let \( x_k \) denote the third contact. It can be shown that for a tame equilibrium stance, any contact force \( f_k \in \mathcal{C}_k \) at \( x_k \) generates a torque about \( l_{ij} \) whose sign opposes the torque about \( l_{ij} \) generated by the gravitational force \( f_g \) acting at \( x_k \). This implies that the center-of-mass \( \mathbf{x} \) must lie in a halfspace bounded
by the vertical plane passing through $x_i$ and $x_j$ in order to maintain equilibrium. The detailed proof appears in Appendix A.

Examples: We start with two examples of non-tame stances where $\Pi \subset \mathcal{R}$. Figure 3.1(a) shows a non-tame but quasi-flat stance with $\mu = 0.5$. Figure 3.1(b) shows the projection of the feasible equilibrium region $\mathcal{R}$ onto the $yz$ plane for this stance. Due to symmetry, this projection can be computed using planar methods developed in [80], while considering the $yz$-projection of the friction cones. It is clearly seen that the left bound of $\mathcal{R}$ exceeds the support polygon. Note the fact that the contacts $x_1, x_2$ lie within the $yz$-projection of the friction cone $C_3$, which violates the condition for a tame stance. This situation is common in vertical climbing applications [13].

Figure 3.1(c) shows a non-tame non-quasi-flat stance with $\mu = 0.5$. Notice that the spatial line segment connecting $x_1$ and $x_2$ (dashed) is fully contained in $C_1$ and $C_2$, and intersects $C_3$. In this situation the three contacts establish 3D force closure [72]. Therefore, the contacts can resist any gravitational load, and the feasible region is the entire space $\mathcal{R} = \mathbb{R}^3$. This situation is common in grasping or fixturing applications.
Figure 3.2: (a) A 3-legged tame stance for $\mu = 0.7$, and its horizontal projections for (b) $\mu = 0.5$, (c) $\mu = 0.4$, and (d) $\mu = 0.2$. 
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all contacts are quasi-flat

$\mu = 0.5$
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contacts $x_2$, $x_3$ are not self-balancing

$\mu = 0.2$
contacts $x_2$, $x_3$ are not quasi-flat
In the rest of this chapter we focus on tame stances, for which $\mathcal{R} \subseteq \Pi$. On nearly-horizontal terrains where the coefficient of friction $\mu$ is sufficiently large, all contacts are quasi-flat. In this case, theorem 3 implies that $\mathcal{R} = \Pi$, and the classical support polygon principle holds true. However, when the contact normals are more inclined and $\mu$ is smaller, the support polygon is an over approximation of the feasible region $\mathcal{R}$, as shown in the following example.

Figure 3.2(a) shows a 3-contact tame stance with coefficient of friction $\mu = 0.7$. In this case, all contacts are quasi-flat, hence the feasible region $\mathcal{R}$ is precisely the prism $\Pi$. However, decreasing of $\mu$ significantly changes the properties of $\mathcal{R}$ and its horizontal cross-section $\tilde{\mathcal{R}}$. Figure 3.2(b) shows a top view of the same 3-contact stance, with $\mu = 0.5$. Let $\tilde{x}_i$ and $\tilde{C}_i$ denote the horizontal projections of the contacts $x_i$ and the friction cones $\mathcal{C}_i$ (for convenience, the symbol ‘∼’ is omitted in the labelling inside the figures). Note that in this case the contacts $x_1$ and $x_2$ are quasi-flat, while $x_3$ is not. Therefore, the horizontal projections $\tilde{C}_1$ and $\tilde{C}_2$ span the entire plane, while $\tilde{C}_3$ is a planar sector. Since $x_1, x_2 \in \mathcal{R}$, the whole line segment $\tilde{x}_1 - \tilde{x}_2$ lies on the boundary of $\tilde{\mathcal{R}}$. However, $x_3 \notin \mathcal{R}$, hence only parts of the segments $\tilde{x}_1 - \tilde{x}_3$ and $\tilde{x}_2 - \tilde{x}_3$ lie on the boundary of $\tilde{\mathcal{R}}$, ending at the points $\tilde{p}_1$ and $\tilde{p}_2$. The line segment $\tilde{x}_i - \tilde{p}_i$ for $i = 1, 2$ is a horizontal projection of a planar vertical strip, which is precisely the feasible equilibrium region associated with two active contacts at $x_i$ and $x_3$. This vertical strip can be computed by applying the planar methods shown in [80] while the contact forces are restricted to lie within the vertical plane passing through $x_i$ and $x_3$. Note that there is an unknown missing part in the boundary of $\tilde{\mathcal{R}}$, between $\tilde{p}_1$ and $\tilde{p}_2$. Note, too, that due to the convexity of $\tilde{\mathcal{R}}$, the line segment $\tilde{p}_1 - \tilde{p}_2$ is contained in $\tilde{\mathcal{R}}$, and can be used as a conservative approximation for this missing boundary.
Figure 3.2(c) shows the horizontal projection of contact normals and friction cones for $\mu = 0.4$. Notice that since the projected cone $\tilde{C}_3$ does not contain $\tilde{x}_2$, contacts $x_2$ and $x_3$ alone cannot balance any gravitational load, and the segment $\tilde{x}_2 - \tilde{x}_3$ does not contribute any part to the boundary of $\tilde{R}$. As before, contacts $x_1$ and $x_3$ contribute the segment $\tilde{x}_1 - \tilde{p}_1$, and there is an unknown missing part between $\tilde{p}_1$ and $\tilde{x}_2$. Figure 3.2(d) shows the horizontal projection of contact normals and friction cones for $\mu = 0.2$. The contacts $x_2$ and $x_3$ are not quasi-flat, but $x_1$ is still quasi-flat and $\tilde{x}_1$ is contained in $\tilde{C}_2$ and $\tilde{C}_2$. Therefore, the boundary of $\tilde{R}$ now consists of the segments $\tilde{x}_1 - \tilde{p}_3$ and $\tilde{x}_1 - \tilde{p}_2$, together with a missing unknown part connecting $\tilde{p}_2$ and $\tilde{p}_3$. In these examples the support polygon principle is obviously an over-approximation of the feasible region $R$. Therefore, it is unsafe to apply this principle for non-flat terrains with low friction. The objective of the next sections is to compute the exact feasible region $R$ on non-flat frictional terrain. In particular, we compute the boundaries of the horizontal cross-section $\tilde{R}$ associated with three contact forces, which cannot be computed by planar methods. We use three different approaches to derive implicit formulations for $R$.

### 3.3 Formulation of the Feasible Region Using Projection

This section formulates the feasible region $R$ for three-contact stances as a projection of a nonlinear convex region in a five-dimensional space. First, we rewrite the static equilibrium condition (3.1) in matrix form. Define $f = (f_1, f_2, f_3) \in \mathbb{R}^3$ as the combined forces vector. The equilibrium condition (3.1) can be rewritten in matrix form as
$G \mathbf{f} = T \hat{x} + u_o,$

where $G = \begin{pmatrix} I & I & I \\ [x_1 \times] & [x_2 \times] & [x_3 \times] \end{pmatrix}$, $T = \begin{pmatrix} 0_{3 \times 2} \\ EJ^T \end{pmatrix}$, $u_o = \begin{pmatrix} -f_g \\ \hat{0} \end{pmatrix}$, \hspace{1cm} (3.4)

and $\hat{x}$ is the horizontal projection of the center-of-mass location. The static response is indeterminate of degree 3. Therefore, the static forces $f_i$ can be expressed by $\boldsymbol{\eta} \in \mathbb{R}^3$ and $\hat{x} \in \mathbb{R}^2$, as

$$f = M_\eta \mathbf{\eta} + M_x \hat{x} + \mathbf{\eta}_o,$$ \hspace{1cm} (3.5)

where $M_\eta \in \mathbb{R}^{9 \times 3}$ is a matrix whose columns span the nullspace of $G$, $M_x = G^\dagger T$ and $\mathbf{\eta}_o = G^\dagger u_o$, where $G^\dagger \in \mathbb{R}^{6 \times 6}$ is a left pseudo-inverse of $G$. The pair $(\hat{x}, \mathbf{\eta})$ parametrizes all center-of-mass locations and contact forces satisfying the equilibrium condition (3.4). The frictional constraints (3.3) can be rewritten as:

$$f \cdot \bar{n}_i \geq 0, \hspace{0.2cm} f^T \bar{B}_i f \geq 0, \hspace{0.2cm} i = 1, 2, 3,$$ \hspace{1cm} (3.6)

where $\bar{n}_i$ and $\bar{B}_i$ are $n_i$ and $B_i$ properly augmented in a column vector and a block-diagonal matrix respectively. Substituting the expression for $f$ in (3.5) into the inequality constraints (3.6), gives six inequalities in $(\hat{x}, \mathbf{\eta})$. These inequalities define a feasible region $\mathcal{E}$ in $(\hat{x}, \mathbf{\eta})$ space:

$$\mathcal{E} = \{ (\hat{x}, \mathbf{\eta}) : \bar{n}_i \cdot (M_\eta \mathbf{\eta} + M_x \hat{x} + \mathbf{\eta}_o) \geq 0, \hspace{0.2cm} (M_\eta \mathbf{\eta} + M_x \hat{x} + \mathbf{\eta}_o)^T \bar{B}_i (M_\eta \mathbf{\eta} + M_x \hat{x} + \mathbf{\eta}_o) \geq 0, \hspace{0.2cm} \text{for } i = 1, 2, 3 \}. \hspace{1cm} (3.7)$$

It can be shown that $\mathcal{E}$ is a convex region, and that for tame stances it is also bounded. A key observation is that the cross-section $\bar{\mathcal{R}}$ of the center-of-mass feasible region is precisely the projection of $\mathcal{E}$ onto the $\hat{x}$-plane. In the following we provide an implicit formulation for the exact boundary of $\bar{\mathcal{R}}$, which cannot be practically implemented.
for explicit computation. Then we show that when replacing the quadratic friction cones with circumscribed polyhedra, the projection approach naturally leads to an efficient polygonal approximation of \(\widetilde{\mathcal{R}}\).

### 3.3.1 Exact formulation

We now characterize the boundary curves of \(\widetilde{\mathcal{R}}\), and express them as solutions of systems of quadratic polynomials in \((\tilde{x}, \eta)\). The boundary curves of \(\widetilde{\mathcal{R}}\) are projection of silhouette curves of \(\mathcal{E}\). The following theorem which characterizes the silhouette curves, is an adaptation of standard results to our purposes (e.g. [19, p. 102]).

**Theorem 4 (Silhouette Theorem)** Let \(\Pi : \mathbb{R}^5 \rightarrow \mathbb{R}^2\) be the coordinate projection \(\Pi(\tilde{x}, \eta) = \tilde{x}\). Let \(\mathcal{E} = \{(\tilde{x}, \eta) \in \mathbb{R}^5 : \Psi_1(\tilde{x}, \eta) \leq 0, \ldots, \Psi_6(\tilde{x}, \eta) \leq 0\}\). Then \(\Pi(\mathcal{E})\) is a two-dimensional region bounded by the projection of the silhouette curves of \(\mathcal{E}\), consisting of critical points of \(\Pi\) on the boundary of \(\mathcal{E}\). Moreover, the silhouette curves consist of points \((\tilde{x}, \eta) \in \mathcal{E}\) on which the gradients \(\{\nabla_\eta \Psi_1(\tilde{x}, \eta), \ldots, \nabla_\eta \Psi_m(\tilde{x}, \eta)\}\) positively span the zero vector, where \(\Psi_1, \ldots, \Psi_m\) are the constraints that vanish at \((\tilde{x}, \eta)\).

We now provide a characterization of the silhouette curves of \(\mathcal{E}\) by using the Silhouette Theorem. Note that the set defined by \(\bar{n}_i \cdot (M_\eta \eta + M_x \tilde{x} + \eta_o) = 0\) for some \(i \in \{1, 2, 3\}\), if nonempty, is a line in \((\tilde{x}, \eta)\) space, and is automatically a silhouette curve of \(\mathcal{E}\). Therefore we focus on silhouette curves associated with contact forces that are all active, hence all contact forces satisfy \(n_i \cdot f_i > 0\) for \(i = 1 \ldots k\), and all the linear constraints in (3.6) do not vanish. Let us define the \(\Psi_i = (M_\eta \eta + M_x \tilde{x} + \eta_o)^T \bar{B}_i (M_\eta \eta + M_x \tilde{x} + \eta_o)\) for \(i = 1, 2, 3\). The gradient of \(\Psi_i\) is given by \(\nabla_\eta \Psi_i = 2 \bar{B}_i (M_\eta \eta + M_x \tilde{x} + \eta_o)\).
Note that $\nabla_\eta \Psi_i$ is linear in $(\mathbf{x}, \eta)$. The silhouette curves can be now classified as type-1 to type-3 curves, where type-$n$ curves consist of points $(\tilde{\mathbf{x}}, \eta) \in \partial \mathcal{E}$ for which $n$ of the quadratic forms $\Psi_i(\tilde{\mathbf{x}}, \eta)$ vanish.

Type-1 curves lie within a four-dimensional submanifold of $\mathbb{R}^5$ defined by $\{(\tilde{\mathbf{x}}, \eta) : \Psi_i(\tilde{\mathbf{x}}, \eta) = 0\}$, for some $i \in \{1, 2, 3\}$. The silhouette condition implies that $\nabla_\eta \Psi_i = \mathbf{0}$. Therefore, the type-1 silhouette curves are defined as the solution set of a system of three linear equations and one quadratic equation in five unknowns. These curves can be formulated explicitly as a solution of a quadratic equation in $(\tilde{\mathbf{x}}, \eta)$. In the next section we show that for our problem, type-1 silhouette curves do not generically exist.

Type-2 curves lie within a 3-dimensional submanifold of $\mathbb{R}^5$ defined by $\{(\tilde{\mathbf{x}}, \eta) : \Psi_{i_1}(\tilde{\mathbf{x}}, \eta) = 0 \text{ and } \Psi_{i_2}(\tilde{\mathbf{x}}, \eta) = 0\}$, where $i_1, i_2 \in \{1, 2, 3\}$. The silhouette condition implies that the matrix $M_2(\tilde{\mathbf{x}}, \eta) = [\nabla_\eta \Psi_{i_1} \nabla_\eta \Psi_{i_2}]$ must be rank-deficient. This implies that two determinants of $2 \times 2$ sub-matrices of $M_2(\tilde{\mathbf{x}}, \eta)$ must vanish. Therefore, the type-2 silhouette curves associated with the indices $i_1, i_2$ are defined as the intersection of two quadratic hypersurfaces $\Psi_{i_1} = 0$, $\Psi_{i_2} = 0$, and two determinants of square sub-matrices of $M_2$, which are also quadratic in $(\tilde{\mathbf{x}}, \eta)$. This amounts to solving a set of four polynomial equations in five unknowns, which results in a one-dimensional solution set.

Type-3 curves lie within a two-dimensional submanifold of $\mathbb{R}^5$ defined by $\{(\tilde{\mathbf{x}}, \eta) : \Psi_i(\tilde{\mathbf{x}}, \eta) = 0, i = 1, 2, 3\}$. The silhouette condition implies that the matrix $M_3(\tilde{\mathbf{x}}, \eta) = [\nabla_\eta \Psi_1 \nabla_\eta \Psi_2 \nabla_\eta \Psi_3]$ must be rank-deficient. This condition gives an additional equation which is in $(\tilde{\mathbf{x}}, \eta)$. Thus, type-3 silhouette curves are the one-dimensional solution set of a system of three quadratic equations and a cubic equation in five unknowns. The total degree of this system is 24, while the total degree of type-2 curves is 16.
Note that some parts of the solution sets must be discarded, because they do not satisfy the condition of positive span. For a given solution \((\tilde{x}, \eta)\), checking the positive span condition can be done by solving a simple linear program. The projection of all the silhouette curves onto \(\tilde{x}\)-plane results in a planar arrangement of candidate boundary curves. Finally, the actual boundary consists of the “outmost” curves, and can by simply taking the convex hull of all curves.

The projection approach provides implicit formulation of all candidate boundary curves, for three of frictional contacts (see [79] for generalization to \(k\) contacts). Each boundary curve is formulated as solution of a system of four polynomial equations in \((\tilde{x}, \eta)\). The total degree of each polynomial system is less than or equal to 24. However, applying standard elimination methods [95] for eliminating \(\eta\) and obtaining a single polynomial in \(\tilde{x}\), results in a highly redundant polynomial of degree higher than 1000. Therefore, this formulation is essentially impractical for exact computation of \(\tilde{R}\). Nevertheless, we now show that the projection approach naturally leads to an efficient polygonal approximation of \(\tilde{R}\), when the quadratic friction cones are replaced with circumscribed polyhedra.

### 3.3.2 Approximate computation

We now present an approximate solution using polyhedral approximation of the quadratic frictional constraints, and applying an efficient algorithm for projection of a high-dimensional convex polytope onto a lower dimensional space. First, we formulate the approximation of friction cones by \(n\)-sided polyhedra. Then we represent the approximate linear constraint in the equilibrium space and derive the approximate feasible region \(\mathcal{E}'\). Computing the approximation for \(\tilde{R}\) is thus reduced to projection of a five-dimensional convex polytope onto a plane, which can be implemented by
efficient algorithms.

The exact friction cone in 3D can be approximated by an inscribed \( n \)-sided polyhedron, such that the quadratic constraint (3.2) is replaced with \( n \) linear constraints. The approximate polyhedron \( C'_i \) is defined by

\[
C'_i = \{ f_i : (\sin \theta_{j+1} - \sin \theta_j)(f_i \cdot s_i) + (\cos \theta_j - \cos \theta_{j+1})(f_i \cdot t_i) \leq \beta(f_i \cdot n_i), \ j = 1 \ldots n \},
\]

where \( \theta_j = \frac{2\pi j}{n} \), \( \beta = \mu \sin \left( \frac{2\pi}{n} \right) \). The linear constraints can be written in matrix form as \( A_i f_i \leq 0 \), where

\[
A_i = \begin{pmatrix}
sin \theta_2 - \sin \theta_1 & \cos \theta_1 - \cos \theta_2 & -\beta \\
\vdots & \vdots & \vdots \\
sin \theta_{n+1} - \sin \theta_n & \cos \theta_n - \cos \theta_{n+1} & -\beta
\end{pmatrix}
\begin{pmatrix}
s_i \\
t_i \\
n_i
\end{pmatrix}.
\]

Using the equilibrium space parametrization (3.5), the approximated feasible region in \((\tilde{x}, \eta)\) space is the convex polytope defined by

\[
E' = \{ (\tilde{x}, \eta) : \tilde{A}_i(M_\eta \eta + M_x \tilde{x} + \eta_o) \leq 0, \text{ for } i = 1 \ldots k \}
\]

Where \( \tilde{A}_i \) is a proper augmentation of \( A_i \) in a block-diagonal matrix of dimensions \( 3n \times 9 \). The approximation of \( \tilde{R} \) now reduces to computation of the convex polygon \( \tilde{R}' \) obtained by projecting \( E' \) onto \( \tilde{x} \)-plane. This is a classical problem, which is widely explored in computational geometry literature (e.g. [43, 47]). In the following graphical examples, we implement a variant of the efficient contour-tracking algorithm proposed by Ponce et al. [90] for projection of a high-dimensional convex polytope onto a lower dimensional space, in the context of grasp planning. According to the analysis in [90], the algorithm solves a sequence of linear programs, and runs in \( O(nt) \) time, where \( t \) is the number of edges in the resulting polygon. The resulting
projected is a polygonal region $\tilde{\mathcal{R}}'$, which is inscribed within $\tilde{\mathcal{R}}$, and thus can be used as a conservative approximation. Moreover, one can use circumscribing polyhedra instead of inscribed polyhedra for approximating the friction cones, by simply replacing $\mu$ by $\mu/\cos(\pi/n)$ in (3.8). The resulting projection is polygonal region $\tilde{\mathcal{R}}''$, which is circumscribing $\tilde{\mathcal{R}}$, and thus can be used as an outer approximation. These two approximations can be made arbitrarily accurate by increasing the number of facets $n$, for the cost of growing computational complexity.

**Graphical example:**
Consider the three-contact stance with the same contact arrangement of Fig. 3.2. Using the approximate projection method, Figs. 3.3a,b,c shows the inscribed and circumscribing polygonal approximations $\mathcal{R}'$ (shaded region) and $\mathcal{R}''$ (dashed line), for coefficient of friction 0.5, 0.4, and 0.2, respectively. Recall that the points $p_i$ on the edges of the support polygon in Fig. 3.2 were computed using planar methods for two nonzero contact forces. Note, however, that not all of these points are contained in the conservative approximations $\tilde{\mathcal{R}}'$. Note, too, that $\tilde{\mathcal{R}}'$ depends strongly on the choice of the tangent unit vectors $s_i, t_i$, which affects the rotation angle of the inscribed polyhedron $\mathcal{C}_i'$ about $n_i$.

### 3.4 Formulating the Feasible Region in Wrench Space

This section presents a novel method for computing the feasible equilibrium region. In this method $\tilde{\mathcal{R}}$ is formulated as an intersection of a six-dimensional nonlinear cone and an affine two-dimensional subspace in wrench space. Let \textit{wrench space} have force-and-torque coordinates $(f, \tau) \in \mathbb{R}^6$. As $\mathcal{B}$'s center of mass varies in physical space,
the gravitational wrench on the right side of (3.1) spans a two-dimensional affine subspace in wrench space (the component of $\mathbf{x}$ along $\mathbf{e}$ is mapped to zero). Let $L$ denote this subspace. On the other hand, as the contact forces vary in their friction cones, their net reaction wrench on the left side of (3.1) spans a cone in wrench space. Let $N$ denote this cone. The intersection $N \cap L$ is generically a two-dimensional region in wrench space. This region contains all net wrenches that can be generated by the contact forces, and balance the wrench of gravitational force acting at $\mathbf{x}$. Any wrench $(f, \tau) \in N \cap L$ is associated with a single center-of-mass horizontal position $\tilde{x}$, via the linear mapping $\tau = \mathbf{x} \times f_g$. Therefore, the horizontal cross section $\tilde{\mathcal{R}}$ is fully determined by the region $N \cap L$ in wrench space. Since $\tilde{\mathcal{R}}$ is convex, $N \cap L$ is also convex, thus the problem reduces to computation of its one-dimensional boundary. This computation is conducted in three stages, as follows. First, we characterize the \textit{equilibrium contact forces}, which are contact forces generating wrenches that lie on the affine subspace $L$. Then we characterize \textit{critical contact forces}, which are contact forces generating wrenches that lie on the five-dimensional boundary the wrench cone $N$. Finally we compute the \textit{critical equilibrium contact forces}, generating wrenches that lie on the boundary of the intersection $N \cap L$, and formulate the boundary

Figure 3.3: Polyhedral approximation of $\tilde{\mathcal{R}}$ for a 3-contact stance with (a)$\mu = 0.5$, (b)$\mu = 0.4$, (c)$\mu = 0.4$. 
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curves of \( \tilde{R} \). The results are demonstrated on the same graphical example presented in section 3.2.

### 3.4.1 Characterizing equilibrium contact forces

We now characterize the contact forces generating wrenches that lie on the affine subspace \( L \). Such contact forces balance the gravitational force \( f_g \), and generate zero torque about the vertical axis. The characterization of such contact forces is given in the following lemma.

**Lemma 3.4.1** Given a 3-legged tame stance with contacts at \( x_1, x_2, x_3 \), the contact forces \( f_1, f_2, f_3 \) generate a wrench that lies on \( L \) if and only if they satisfy the following conditions:

1. A single nonzero contact force \( f_i \) generates a wrench that lies on \( L \) if and only if \( f_i = -f_g \).
2. Two nonzero contact forces \( f_i \) and \( f_j \) generate a wrench that lies on \( L \) if and only if they lie in the vertical plane that passes through the contacts \( x_i \) and \( x_j \), and satisfy \( f_i + f_j = -f_g \).
3. Three nonzero contact forces \( f_1, f_2, f_3 \) associated with \( L \) if and only if they satisfy
   
   \[ f_1 + f_2 + f_3 = -f_g, \text{ and } \det[H_1 f_1 H_2 f_2 H_3 f_3] = 0, \]
   
   where
   
   \( H_i = \begin{pmatrix} E^T \\ e^T[x_i \times] \end{pmatrix} \) for \( i = 1, 2, 3 \).

**Proof:** The cases of one or two nonzero contact forces can be verified by inspection. In the case of three nonzero contact forces, in order to generate equilibrium, they must balance \( f_g \). Moreover, they must generate zero torque about the vertical axis.
Therefore, the horizontal projections of the contact forces must intersect at a single point. These two conditions are formulated in (3.10).

3.4.2 Characterizing critical contact forces

We now characterize the contact forces generating wrenches that lie on the boundary of the cone $N$. The cone $N$ consists of all wrenches generated by contact forces that satisfy the frictional constraints, and can be formulated as

$$N = \{ w = \sum_{i=1}^{3} \begin{pmatrix} f_i \\ x_i \times f_i \end{pmatrix}, \ f_i \in C_i \}.$$  \hfill (3.11)

This cone is generically six-dimensional, and our goal is to compute the contact forces $f_i$ generating wrenches that lie on its five-dimensional boundary. As a preliminary step, let us define some additional notations. Recall that the base plane $B_o$ was defined as the plane passing through the contacts, and that $n_o$ denotes the normal to $B_o$. Let $s_o$ and $t_o$ denote two orthogonal unit vectors in $B_o$, such that $(s_o, t_o, n_o)$ is a right-handed frame. Finally, let $E_o = I - n_o n_o^T$ denote the matrix that projects vectors in $\mathbb{R}^3$ onto $B_o$, and define $R_{90} = I + [n_o \times]$ as the 90°-rotation matrix about $n_o$. Each nonzero contact force $f_i$ that lies on the boundary of its friction cone can be parametrized by the pair $(c_i, \phi_i) \in \mathbb{R}^+ \times [0, 2\pi)$ as

$$f_i = c_i u_i(\phi_i), \text{ where } u_i(\phi_i) = \mu \cos(\phi_i)s_i + \mu \sin(\phi_i)t_i + n_i.$$  \hfill (3.12)

Let $B_i(\phi_i)$ denote the plane tangent to the boundary of $C_i$ that contains $u_i(\phi_i)$, and let $l_{i0}$ denote the line of intersection between the tangent plane $B_i(\phi_i)$ and the base plane $B_o$. Finally, define $M_i = I - (1 + \mu^2)n_i n_i^T$. It can then be verified that $M_i u_i(\phi_i)$ is normal to $B_i(\phi_i)$, and that the vector $l_i = R_{90} E_o M_i u_i(\phi_i)$ is parallel to $l_{i0}$. 
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The following lemma formulates three different types of critical contact forces associated with five-dimensional boundary cells of $N$, and provides their geometric interpretation.

**Lemma 3.4.2** Given a 3-legged tame stance with contacts at $x_1, x_2, x_3$ and their friction cones $C_1, C_2, C_3$, there are three types of critical contact forces. The critical forces are associated with three different types of five-dimensional boundary cells of the wrench cone $N$, and are formulated as follows:

1. **Type-1 critical contact forces** consist of one zero force and two nonzero forces varying freely within their friction cones.

2. **Type-2 critical contact forces** consist of one nonzero force $f_1$ varying freely within its friction cone $C_1$, and two nonzero forces lying on the boundaries of their friction cones. The two forces $f_2$ and $f_3$ have fixed directions, and are parametrized by $f_2 = c_2 u_2(\phi_2^*), f_3 = c_3 u_3(\phi_3^*)$ (the contacts’ indices may be arbitrarily permuted). The fixed directions $u_2(\phi_2^*)$ and $u_3(\phi_3^*)$ are determined such that the lines $l_20$ and $l_30$ pass through the contact point $x_1$. This condition is formulated as follows:

   $$n^T_i [(x_i - x_1) \times l_i(\phi_i^*)] = 0 \quad i = 2, 3. \quad (3.13)$$

3. **Type-3 critical contact forces** are three nonzero forces lying on the boundaries of their friction cones, and parametrized by $f_i = c_i u_i(\phi_i), i = 1, 2, 3$. The forces are directed such that the three lines $l_{40}$ all intersect at a common point. This
condition is formulated as follows:

$$\det(M) = 0,$$

where

$$M = \begin{bmatrix} E_1 l_1(\phi_1) & E_2 l_2(\phi_2) & E_3 l_3(\phi_3) \end{bmatrix} = 0,$$

$$E_i = \begin{bmatrix} s^T_o \\ t^T_o \\ n^T_o [x_i \times] \end{bmatrix}, \quad \text{and} \quad l_i(\phi_i) = R_{90} M_i u_i(\phi_i), \quad i = 1, 2, 3.$$  \hspace{1cm} (3.14)

**Proof sketch:** The outline of the proof is as follows. For each type, we choose a set $\psi$ of $m$ parameters that parametrize the contact forces. A force $f_i$ that lies in the interior of its friction cone is parametrized by its three components in $\mathbb{R}^3$, while nonzero force $f_i$ that lies on the boundary of $C_i$ is parametrized by the pair $(c_i, \phi_i)$ as shown in (3.12). Composing this parametrization with (3.11) defines a map $\chi : \mathbb{R}^m \rightarrow N$. A necessary condition for a wrench $w$ to lie on a five-dimensional boundary cell of $N$, is that it is an image of a critical point of $\chi$, on which the $6 \times m$ Jacobian matrix $\frac{\partial \chi}{\partial \psi}$ has a rank of 5. In the rest of the proof, which appears in Appendix A, we explicitly formulate the Jacobian matrix for each type, and derive the condition for its rank deficiency. \hfill \Box

### 3.4.3 Computing the boundary curves

We now complete the computation of the boundary curves of $\tilde{R}$. The *equilibrium forces* generating wrenches that lie on the affine subspace $L$ are formulated in Lemma 3.4.1. The *critical forces* generating wrenches that lie on the boundary of the wrench cone $N$ are formulated in Lemma 3.4.2. Combining these two conditions together gives rise to *critical equilibrium forces*, generating wrenches that lie on candidate boundary curves of the intersection $N \cap L$. Recall that $\tilde{x} = E^T x$ denotes the center-of-mass horizontal projection. Using the equilibrium condition (3.1), the candidate
boundary curves of $\tilde{R}$ can be obtained from the critical equilibrium forces $f_1, f_2, f_3$ via the linear mapping

$$\tilde{x} = J^T E^T \sum_{i=1}^{3} [x_i \times] f_i.$$ 

The formulation of candidate boundary curves of $\tilde{R}$ is summarized in the following corollary.

**Corollary 3.4.3**  Let a solid object $\mathcal{B}$ be supported by 3 frictional contacts against gravity in a tame stance. Then the feasible equilibrium region $\mathcal{R}$ is a vertical prism with a horizontal cross-section $\tilde{R}$, whose candidate boundary curves are of the three types listed below.

1. **Type-1 boundary curves** occur when the horizontal projection of two friction cones $\tilde{C}_i$ and $\tilde{C}_j$ contain the edge $\tilde{x}_i - \tilde{x}_j$ of the support polygon. In such cases, type-1 boundary curve is a line segment lying on the edge $\tilde{x}_i - \tilde{x}_j$. The endpoints of this segment can be computed by using the planar methods described in [80] for computation of the planar vertical strip associated with two nonzero contact forces $f_i$ and $f_j$ that are restricted to a common vertical plane.

2. **Type-2 candidate boundary curves** are straight line segments parametrized by
\( s \in [0, 1] \) as

\[
\hat{x} = J^T E^T \sum_{i=1}^{3} [x_i \times] f_i(s),
\]

and \( s \) is additionally restricted such that \( f_i(s) \in C_i \) for \( i = 1, 2, 3 \), where

\[
f_1(s) = sc_1^a u_1(\phi_1^a) + (1 - s)c_1^b u_1(\phi_1^b),
\]

\[
f_i(s) = (sc_i^a + (1 - s)c_i^b) u_i(\phi_i^*), \text{ for } i = 2, 3,
\]

\[
u_i(\phi_i) = \mu \cos(\phi_i) s_i + \mu \sin(\phi_i) t_i + n_i,
\]

\( c_i^a \) are solutions of the linear system \( c_1^a u_1(\phi_1^a) + c_2^a u_2(\phi_2^a) + c_3^a u_3(\phi_3^a) = -f_g \),

\( c_i^b \) are solutions of the linear system \( c_1^b u_1(\phi_1^b) + c_2^b u_2(\phi_2^b) + c_3^b u_3(\phi_3^b) = -f_g \),

\( \phi_1^a, \phi_2^a, \phi_3^a \) are solutions of (3.13), and \( \phi_1^b, \phi_1^b \) are the two solutions for \( \phi_1 \) in the equation

\[
\det \begin{bmatrix} H_1 u_1(\phi_1) & H_2 u_2(\phi_2) & H_3 u_3(\phi_3) \end{bmatrix} = 0, \text{ where } H_i \text{ are defined in (3.10),}
\]

and the contacts’ indices can be arbitrarily permuted.

(3.15)

3. Type-3 candidate boundary curves are formulated as

\[
\hat{x} = J^T E^T \sum_{i=1}^{3} c_i [x_i \times] u_i(\phi_i), \text{ where}
\]

\( c_i \) are solutions of \( c_1 u_1(\phi_1) + c_2 u_2(\phi_2) + c_3 u_3(\phi_3) = -f_g \),

\[
u_i(\phi_i) = \mu \cos(\phi_i) s_i + \mu \sin(\phi_i) t_i + n_i,
\]

and \( \phi_1, \phi_2, \phi_3 \) are the one-dimensional solution set of the equations

\[
\det \begin{bmatrix} H_1 u_1(\phi_1) & H_2 u_2(\phi_2) & H_3 u_3(\phi_3) \end{bmatrix} = 0, \text{ and } \det \begin{bmatrix} E_1 l_1(\phi_1) & E_2 l_2(\phi_2) & E_3 l_3(\phi_3) \end{bmatrix} = 0,
\]

\( c_i > 0 \), where \( H_i \) are defined in (3.10), and \( E_i, l_i(\phi_i) \) are defined in (3.14).

(3.16)

**Graphical Examples:** Figures 3.4(a)-(d) show the horizontal cross section \( \tilde{R} \) (shaded region) for different values of \( \mu \) in the contact arrangement of Figure 2(a). The boundary of \( \tilde{R} \) consists of type-1 line segments (thick lines), type-2 line segments (dashed lines), and type-3 curves (solid). Figures 3.4(a),(b),(c) correspond to \( \mu =
Figure 3.4: The horizontal cross section $\tilde{R}$ of the feasible region (shaded) for the 3-legged tame stance of Figure 3.2(a), with (a) $\mu = 0.5$ (b) $\mu = 0.4$, (c) $\mu = 0.3$, and (d) $\mu = 0.2$. 0.5, 0.4, 0.2, and resolve the missing gaps shown in Figures 3.2(b),(c),(d) respectively. Figure 3.4(d) shows $\tilde{R}$ for $\mu = 0.1$. Note that in this case no gravitational load can be balanced by less than three active contacts. Therefore, $R$ lies strictly inside $\Pi$, and the boundary of $\tilde{R}$ consists only of type-2 and type-3 boundary curves.

We now make two comments about computational aspects of the results. First, note that the computation of the candidate boundary curves results in a planar arrangement, where only a part of the curves contributes to the actual boundary of $\tilde{R}$. In order to complete the computation of $\tilde{R}$, one must compute the convex hull of all
the candidate boundary curves. The reader is referred to [5],[49] for details about computing convex hull of parametric and algebraic curves.

Second, note that type-1 and type-2 boundary curves are easy to compute in closed-form. However, for computing type-3 boundary curves, one needs to find the one-dimensional solution set of two nonlinear equations in \((\phi_1, \phi_2, \phi_3)\), which do not have a closed-form formulation. In Appendix C we define the variables \(\beta_i = \tan(\phi_i/2)\) and apply dialytic elimination methods [95] on the two equations in (3.14) to obtain a single polynomial of degree 16 in \((\beta_1, \beta_2)\), where each unknown appears in degree 8. This equation can be solved numerically by searching the values of \(\beta_1\) on a discrete grid, finding the real roots of an eight-degree polynomial for \(\beta_2\) numerically, and then solving a quadratic equation for the eliminated \(\beta_3\). A different approach for computing type-3 boundary curves is to choose a sample point \((\phi_1, \phi_2, \phi_3)\) that solves (3.14), and track the solution curve numerically by marching along its tangent vector, until the curve is closed. The main drawback of this method is that it results in a single closed curve, while the full solution set may consist of several disjoint closed curves. Choosing a suitable set of sample points that will guarantee that all the solution curves are found is still a challenging problem. A possible solution for this problem is using a line-sweep algorithm, and choosing the set of sample points where the solution curve is parallel to the sweep line, as done by Ponce. et. al. [89] in the context of planar grasp planning for curved objects. In our case, however, finding these special sample points requires solving a system of two polynomials of degree 16 and 15 in two unknowns, which can be done by applying homotopy continuation methods [111]. In this paper we choose to focus on the geometrical intuition, rather than on these computational issues.
3.5  Graphical Characterization of The Feasible Equilibrium Region

In this section we provide physical intuition and a graphical characterization of the boundary of $\tilde{R}$. First, we give a physical characterization to each of the three types of boundary curves. Next, we discuss the relation between the line geometry and the computation of critical contact forces. Finally, we describe the effect of changing the coefficient of friction $\mu$ on the topological structure of the boundary of $\tilde{R}$, and demonstrate the results on graphical examples.

3.5.1 Physical characterization of boundary curves

When the center-of-mass $x$ is located on the boundary of $R$, the reaction forces that generate equilibrium are also consistent with the onset of a non-static contact mode, at which the mechanism quasistatically starts to move. Each type of boundary curve corresponds to the onset of a different non-static contact mode. type-1 boundary curves, which lie on edges of the support polygon $\tilde{S}$, are associated with two nonzero contact forces lying within their friction cones, while the third contact force is zero. Therefore, these curves correspond to tipping-over motion of the mechanism, involving pure rolling about two contacts and contact breakage at the third contact. type-2 boundary curves are associated with two contact forces lying on the boundaries of their friction cones, while the third contact force lies within its friction cone. Therefore, these curves correspond to onset of sliding on two contacts and pure rolling about the third contact. type-3 boundary curves are associated with three nonzero contact forces lying on boundary of their friction cones. Therefore, these curves correspond to onset of simultaneous sliding at all three contacts.
3.5.2 Relation to line geometry

We now revisit the graphical characterization of type-3 critical forces and discuss its close relation to line geometry. Line geometry is used to describe geometric relations between lines in space. We now overview few basic definitions from line geometry, which are relevant to our problem. The reader is referred to [22],[32],[45] for a deeper presentation of line geometry and its application to spatial geometry. One of the most fundamental definitions in line geometry is the plücker coordinates of a line, defined as follows. Given a line in space that passes through a point $q$ and directed along the unit vector $u$, its plücker coordinates are the pair $(u, q \times u)$, which can be interpreted as a vector in $\mathbb{R}^6$. A set of spatial lines is called linearly dependent, if the plücker coordinates of these lines are linearly dependent in $\mathbb{R}^6$. A set of lines is said to be of dimension $d$, if its associated plücker coordinates span a $d$-dimensional linear subspace of $\mathbb{R}^6$. Finally, a flat pencil centered at $q$ is the set spanned by a pair of independent lines which intersect at a point $q \in \mathbb{R}^3$. The most important key feature of line geometry is a systematic classification and graphical characterization of all possible $d$-dimensional sets of $n$ lines in space, where $d \leq \min\{n, 6\}$. This feature is frequently applied in the field of robot kinematics for identifying singular configurations of parallel robots, for example in [39],[68]. We now show that the same analysis can be applied in our problem for computing type-3 critical forces. Note that the columns of the $6 \times 6$ Jacobian matrix in (A.2) are plücker coordinates of six lines in space. Note, too, that each pair of lines form a flat pencil centered at a contact point $x_i$. Therefore, the problem of characterizing type-3 critical forces reduces to the problem of identifying when a set of six lines consisting of three flat pencils is linearly dependent. This problem was already considered in the robotics literature by Simaan and Shoham [103], for singularity analysis of a class of parallel robots.
with six degrees-of-freedom. In their work, they identified three types of singularity, denoted $S_1$, $S_2$, and $S_3$. The characterization of $S_1$ singularity is that the three planes spanned by the three flat pencils intersect the base plane $B_o$ at a common point. In this case, the six lines span a five-dimensional set, called general linear complex. Note that this is exactly the condition stated here in Lemma 3.4.2 and formulated in (3.14). The characterization of $S_2$ singularity is that the three center points $x_i$ of the three flat pencil all lie on a common line in space. In this case, the six lines span a five-dimensional set called special linear complex. Note that this is the special case where the three contacts lie along a common spatial line, and the feasible region $\tilde{R}$ degenerates to a planar strip.\footnote{In fact, there is another possible case of special linear complex, where the three flat pencils intersect at a common line. However, this case is also captured by (3.14).} The characterization of $S_3$ singularity is that the three flat pencils intersects at a common line that lies in the base plane $B_o$. In this case, the six lines span a special four-dimensional set called degenerate linear congruence. It can be shown that this special case, which is not captured by (3.14) in our work, violates the conditions for a tame stance.

3.5.3 Characterizing changes in the boundary of $\tilde{R}$

We now describe the effect of changing the coefficient of friction $\mu$ on the topological structure of the boundary of $\tilde{R}$. Starting with a coefficient of friction $\mu$ which is sufficiently high, all contacts are quasi-flat, hence the boundary of $\tilde{R}$ are precisely the edges of the support polygon $\tilde{S}$ (note that we assume a tame stance). While $\mu$ gradually decreases, $\tilde{R}$ continuously shrinks, and its boundary undergoes topological changes. Each topological change is associated with a critical value of $\mu$. There are four types of critical values of $\mu$, each associated with a different event of topological
change in the boundary of $\bar{R}$. The four types of critical events are characterized and formulated in the following proposition.

**Proposition 3.5.1** Let a solid object $\mathcal{B}$ be supported by 3 frictional contacts against gravity in a tame stance. Given the contacts $x_i$ and the contact normals $n_i$, when the coefficient of friction $\mu$ is continuously decreased, there is a finite set of critical values of $\mu$, corresponding to four types of critical events, listed as follows.

1. **Type-A critical event** occurs when the boundary of a friction cone $C_i$ contains the upward vertical direction $e$. The corresponding critical value of $\mu$ is $\mu_A^* = \tan(\cos^{-1}(n_i \cdot e))$. For $\mu > \mu_A^*$, $\bar{x}_i$ lies on the boundary of $\bar{R}$. For $\mu < \mu_A^*$, $\bar{x}_i$ is no longer contained in $\bar{R}$, and a new piece of type-3 boundary curves evolves on the boundary of $\bar{R}$, connecting the endpoints of the two type-1 line segments adjacent to $\bar{x}_i$.

2. **Type-B critical event** occurs when a projected contact $\bar{x}_i$ lies on an edge of a projected friction cone $\bar{C}_j$, while $\bar{C}_i$ contains $\bar{x}_j$. The corresponding critical value of $\mu$, denoted $\mu_B^*$, is a solution for $\mu$ in the system of two equations in the unknowns $(\mu, \phi_i)$, given by
   \[
   e \cdot (\cos(\phi_i)s_i + \sin(\phi_i)t_i - \mu n_i) = 0
   \]
   \[
   (\bar{x}_j - \bar{x}_i) \cdot JE(\mu \cos(\phi_i)s_i + \mu \sin(\phi_i) t_i + n_i) = 0.
   \]
   For $\mu > \mu_B^*$, a line segment along the edge $\bar{x}_i - \bar{x}_j$ lies on the boundary of $\bar{R}$. For $\mu < \mu_B^*$, the edge $\bar{x}_i - \bar{x}_j$ is not contained in $\bar{R}$, and is replaced with a type-2 boundary line.

3. **Type-C critical event** occurs when there exists a triplet of equilibrium forces $(f_i, f_j, f_k)$ lying on the boundaries of $C_i, C_j, C_k$ respectively, with the corresponding tangent planes $\mathcal{B}_i, \mathcal{B}_j, \mathcal{B}_k$, that satisfy the following conditions. First, $\mathcal{B}_i$
and $B_j$ pass through $x_k$. Second, $B_k$ contains the vertical direction $e$. Using the parametrization $f_l = u_l(\mu, \phi_l) = \mu \cos(\phi_l)s_l + \mu \sin(\phi_l)t_l + n_l$ for $l = i, j, k$, the corresponding critical value of $\mu$, denoted $\mu_C^*$, is a solution for $\mu$ in the system of four equations in the unknowns $(\mu, \phi_i, \phi_j, \phi_k)$, given by

$$e \cdot M_k u_k(\mu, \phi_k) = 0$$
$$n_o^T [(x_i - x_k) \times] R_{90} E_o M_i u_i(\mu, \phi_i) = 0$$
$$n_o^T [(x_i - x_k) \times] R_{90} E_o M_j u_j(\mu, \phi_j) = 0$$
$$\det[H_i u_i(\mu, \phi_i) H_j u_j(\mu, \phi_j) H_k u_k(\mu, \phi_k)] = 0.$$ 

For $\mu = \mu_C^*$, a candidate boundary curve of type-2 degenerates to a single point, connecting two type-3 candidate boundary curve. For $\mu < \mu_C^*$ this point either grows into a piece of type-2 candidate boundary curve, or it vanishes, merging two adjacent type-3 candidate boundary curve into a single curve.

4. Type-D critical event occurs when the intersection region of the three projected friction cones $\tilde{C}_1, \tilde{C}_2, \tilde{C}_3$ degenerates to a single point. The corresponding critical value of $\mu$, denoted $\mu_D^*$, is a solution for $\mu$ in the system of four equations in the unknowns $(\mu, \phi_1, \phi_2, \phi_3)$, given by

$$e \cdot M_i u_i(\mu, \phi_i) = 0 \text{ for } i = 1, 2, 3$$
$$\det[H_1 u_1(\mu, \phi_1) H_2 u_2(\mu, \phi_2) H_3 u_3(\mu, \phi_3)] = 0.$$ 

The horizontal cross-section $\tilde{R}$ degenerates to a single point for $\mu = \mu_D^*$, and becomes empty\(^2\) for $\mu = \mu_D^*$.

**Graphical Examples:** We now demonstrate the evolution of the boundary of $\tilde{R}$ on the graphical example of Figure 4(a)-(d), based on the contact arrangement depicted

\(^2\)Except for the non-generic cases where a contact normal is purely vertical, or two contact normals lie on a common vertical plane, or the three contact normals all intersect a common vertical line, where the region $\tilde{R}$ is non-empty even for the frictionless case $\mu = 0$ [64].
in Figure 2(a). For $\mu = 0.7$, all contacts are quasi-flat, hence $\tilde{R}$ is precisely the support polygon $\tilde{S}$. When $\mu$ gradually decreases, a critical event of type-A occurs for $\mu = 0.6745$, at which $e$ lies on the boundary of $C_3$. Figure 4(a) shows $\tilde{R}$ for $\mu = 0.5$, where $\tilde{x}_3$ is not contained in $\tilde{R}$, and a piece of a type-3 boundary curve evolves on the boundary of $\tilde{R}$, connecting the endpoints of the two type-1 line segments adjacent to $\tilde{x}_3$. When $\mu$ is further decreased, a critical event of type-B occurs for $\mu = 0.4305$, at which $\tilde{x}_2$ lies on an edge of a projected friction cone $\tilde{C}_3$. Figure 4(b) shows $\tilde{R}$ for $\mu = 0.4$, where the edge $\tilde{x}_2$-$\tilde{x}_3$ is not contained in $\tilde{R}$, and is replaced by a type-2 curve on the boundary of $\tilde{R}$. When $\mu$ is further decreased, another critical event of type-A occurs for $\mu = 0.3639$, at which $e$ lies on the boundary of $C_2$. Figure 4(c) shows $\tilde{R}$ for $\mu = 0.3$, where $\tilde{x}_2$ is not contained in $\tilde{R}$, and a piece of a type-3 boundary curve evolves on the boundary of $\tilde{R}$, connecting a type-1 and a type-2 boundary curves. When $\mu$ is further decreased, a critical event of type-C occurs for $\mu = 0.2196$, at which a type-2 boundary curve of $\tilde{R}$ degenerates into a point. Figure 4(d) shows $\tilde{R}$ for $\mu = 0.2$, where this type-2 boundary curve vanishes, and two adjacent pieces of type-3 boundary curves merge into one piece on the boundary of $\tilde{R}$. When $\mu$ is further decreased towards zero while passing other critical events of types A,B, and C, $\tilde{R}$ gradually shrinks, until a type-D critical event occurs for $\mu = 0.0243$, at which $\tilde{R}$ degenerates to a point. For $\mu < 0.0243$, the region $\tilde{R}$ is empty.

### 3.6 Experimental Results

This section describes preliminary experiments that measure the feasible equilibrium region of a three-legged prototype supported by a frictional terrain. The experimental system, shown in Figure 3.5, consists of a three-legged mechanism made of
Aluminium. The mechanism consists of an annular frame and three prismatic legs with spherical footpads, making point contacts with three Aluminium plates. A heavy steel cylinder moves along a horizontal linear slider, which is mounted on top of the annular frame. The three supporting plates maintain fixed position and adjustable slopes, such that the contact normals can be varied. The dimensions of the mechanisms are as follows. The diameter of the annular frame is 212 mm. The nominal length of the legs is 180 mm, and the length of the linear slider is 430 mm. The total weight of the mechanism is 7.9 Kg, while the movable cylinder weighs 4.2 Kg.

After placing the mechanism on the supporting plates, the heavy cylinder is moved continuously along the slider, thus varying the center-of-mass along a straight line. The center-of-mass is moved until reaching the boundary of the feasible equilibrium region, where a critical event of contact breakage or slippage is observed. The critical center-of-mass position is then recorded, and the process is repeated with the linear slider mounted in different angles on the horizontal plane. The slider’s angles eventually span the whole 360° range with resolution of 15°. This enables mapping of discrete points on the boundary of $\tilde{R}$, and comparing these points with the theoretical
results for a given contact arrangement.

The contact points are positioned at equal heights, making an equilateral triangle in a horizontal plane, with edge lengths of 165 mm. The supporting plates at $x_1$ and $x_2$ are horizontal, such that $n_1$ and $n_2$ are purely vertical. The support at $x_3$ is rotated such that $n_3$ makes a $30^\circ$ angle with the vertical upward direction, and its horizontal projection makes a $20^\circ$ angle with the bisector of the equilateral triangle in a horizontal plane. As a preliminary step, the coefficient of friction was determined to be $\bar{\mu} = 0.26$ with a standard deviation of $\sigma = \pm 13.2\%$. Figure 3.6(a) shows a top view of the contacts and the horizontal projection of the friction cone $C_3$ for the given contact arrangement (since $x_1$ and $x_2$ are flat, the horizontal projection of $C_1$ and $C_2$ span the entire plane). The theoretical region $\tilde{R}$, computed for with $\mu = \bar{\mu}$, appears as a shaded region. Note that the boundary of $\tilde{R}$ consists of curves of all three types. Hence one expects three qualitatively distinct critical events in the experiment. In the experiment, the boundary of $\tilde{R}$ is mapped by discrete points, all lying along rays that emanate from the geometric center of the equilateral triangle formed by the contacts. For each angle of the linear slider, ten measurements were recorded. Figure 3.6(b) shows the experimentally measured center-of-mass critical positions, together with the theoretical results. The experimental measurements are marked by ‘×’, while the theoretical boundaries of $\tilde{R}$ for $\mu = \bar{\mu} + \sigma$ and for $\mu = \bar{\mu} - \sigma$ appear as solid and dashed lines.

We now briefly discuss the results and provide some insights gained from the experiments. First, note that the measurements associated with the type-1 boundary of $\tilde{R}$ have a very small variance and match closely with the theoretical boundary lines, except for measurements near $x_1$ and $x_2$. However, the measurements associated with the type-2 and type-3 boundaries of $\tilde{R}$ have a much larger variance. Yet all of these
Figure 3.6: (a) Theoretical computation of $\tilde{R}$ (shaded region) for $\mu = \bar{\mu}$ (b) Experimental measurements of critical center of mass positions ('x') compared with the theoretical boundaries of $\tilde{R}$ for $\mu = \bar{\mu} \pm \sigma$ (solid and dashed curves).

points fall within the region computed theoretically for the range $\bar{\mu} \pm \sigma$. Thus the theoretical model of point contact with friction is validated. The reason for the difference in the variances is that type-1 boundaries are associated with pure rolling about two contacts and breaking the third contact. Hence the corresponding center-of-mass position depends only on geometry of the contacts arrangement. These boundaries can be easily obtained experimentally, except for measurements near $x_1$ and $x_2$ associated with pure rolling about a single contact, which is a highly sensitive scenario. On the other hand, type-2 and type-3 boundaries are associated with sliding at two or three contacts. The corresponding center-of-mass position is highly dependent on the coefficient of friction $\mu$, whose value is determined experimentally, and is subject to large deviations. A possible explanation for the large deviations obtained in measuring $\mu$ is the fact that spherical footpads generate point contact with the supports, which is highly sensitive to surface irregularities. A possible solution to this problem can be "flattening" of the footpads to distribute the contact over patches of small area.
However, in this case the hard-finger contact model should be replaced by a soft-finger contact model, which includes torques about the contact normals. An additional interesting result of the experiment is that the critical event of rolling, associated with type-1 boundary, was clearly and distinguishably observed in the experiment. The two other critical events of sliding at two contacts while rolling at a third contact and of sliding a all three contacts, could be easily distinguished from pure rolling. However, in some cases, they could not be visually distinguished between themselves. Therefore, for a complete experimental validation of the onset of all three non-static contact modes predicted by the theory, one might need to use contact sensors or fast cameras to track the instantaneous motion of the mechanism during sliding.

### 3.7 Additional Extensions

In this chapter we have formulated the center-of-mass feasible equilibrium region for three frictional contacts as an intersection of a convex cone and a hyperplane in the six-dimensional wrench space. Using this formulation, we have derived a classification and closed-form expressions of the candidate boundary curves of the feasible equilibrium region. We provided a geometric characterization of the boundary curves, and classified the topological changes in the boundary as a function of the coefficient of friction $\mu$. The theoretical computation was illustrated with graphical examples, and validated by experimental results.

We now consider now some possible generalizations of this work. First consider a stance with a general number of contacts. In such stances, the support polygon $\tilde{\Pi}$ is the convex hull of the projected contacts $\tilde{x}_1 \ldots \tilde{x}_k$. One first needs to extend the notion of tame stances to multiple contacts. A $k$-contact stance is *tame* if for any edge
\( \bar{x}_i - \bar{x}_j \) of the support polygon \( \bar{\Pi} \), all possible torques generated by the contact forces about the line \( \bar{x}_i - \bar{x}_j \) have the same sign. Using this definition, Theorem 3 generalizes. Namely, it can be shown that for a \( k \)-contact tame stance, \( \mathcal{R} \) is bounded, and satisfies \( \mathcal{R} \subseteq \Pi \). Furthermore, it can be shown that all boundaries of \( \mathcal{R} \) are associated with no more than three nonzero critical contact forces. Hence for \( k \)-contact tame stances, the feasible region \( \mathcal{R} \) is the convex hull of all the feasible regions \( \mathcal{R}_{i,j,k} \), associated with all possible triplets of contacts \( (x_i, x_j, x_k) \).

A second important extension is the investigation of non-tame stances. In such cases the feasible equilibrium region can exceed the support polygon prism \( \Pi \), and may even span the whole space \([82]\). More interestingly, in some cases \( \bar{\mathcal{R}} \) can become unbounded in certain directions. Furthermore, a deeper look at the analysis in section 3.4 suggests that in such cases a new type of boundary curve may evolve. In this view, the analysis of the effects of changes in \( \mu \) on the boundary of \( \bar{\mathcal{R}} \) can be extended to account for \( \mu \in [0, \infty] \). In the case when \( \mu \) is sufficiently large \( \bar{\mathcal{R}} \) may be unbounded. While \( \mu \) gradually decreases, \( \bar{\mathcal{R}} \) shrinks toward the support polygon \( \bar{\Pi} \), and then keeps on shrinking within \( \bar{\Pi} \) until it becomes empty.

Finally, the feasible equilibrium region was computed while considering a single gravitational load. However, in practice one must consider stances which are robust with respect to a neighborhood of disturbance wrenches surrounding the nominal gravitational wrench. Thus, the notion of stance robustness, defined in Chapter 2 requires generalization to the 3D case. We now briefly sketch such a generalization.

Let \( \mathbf{w}_{\text{ext}} = (f_{\text{ext}}, \tau_{\text{ext}}) = (f_x, f_y, f_z, \tau_x, \tau_y, \tau_z) \) denote an external wrench acting on \( B \). The feasible equilibrium region associated with \( \mathbf{w}_{\text{ext}} \) is an infinite prism parallel to \( f_{\text{ext}} \), whose cross-section can be computed by intersecting the wrench cone \( N \) with an appropriate affine subspace corresponding to \( \mathbf{w}_{\text{ext}} \). Let \( \mathcal{W} \) be a convex and
bounded neighborhood of wrenches, with the nominal gravitational wrench $w_0 = (f_y, 0)$ lying within its interior. Assume that $W$ is a polyhedral set spanned by the vertices $w_1 \ldots w_m$. Let $R_i$ denote the feasible equilibrium region associated with an individual wrench $w_i$ for $i = 1 \ldots m$. Generalizing the result of Theorem 2, it can be shown that the region obtained by intersecting the individual feasible regions $R_i$ is robust, in the sense that the contacts can resist any external wrench in $W$ with the center-of-mass lying within this region.

The wrench parametrization and some graphical constructions from chapter 2 can also be generalized to the 3D case, as follows. Since the equilibrium condition is homogenous in $w_{ext}$, we scale it by the $f_z$ components and define the homogenous wrench coordinates $p_x = f_x/f_z$, $p_y = f_y/f_z$ and $q_x = \tau_x/f_z$, $q_y = \tau_y/f_z$, $q_z = \tau_z/f_z$. Note that the wrench parametrized by zero corresponds to $w_0$. Consider now a symmetric rectangular wrench set $W$, defined by $p_x \in [-\kappa_x, \kappa_x]$, $p_y \in [-\kappa_y, \kappa_y]$, $q_x \in [-\nu_x, \nu_x]$, $q_y \in [-\nu_y, \nu_y]$, $p_z \in [-\nu_z, \nu_z]$. The robust equilibrium region associated with the wrench neighborhood $W$ can be constructed as follows. First, compute the eight prismatic regions corresponding to wrenches parametrized by $p_x = \pm \kappa_x, p_y = \pm \kappa_y, q_z = \pm \nu_z, q_x = q_y = 0$, and construct their intersection. Then robust equilibrium region can now be obtained from the intersection region by inward shifting its boundary by offset $\nu_x$ in the $x$ direction and $nu_y$ in the $y$ direction.
Chapter 4

Continuous Dynamics of Planar Mechanical Contact Systems

This chapter analyzes the dynamics of planar mechanical systems with frictional contacts. The main objective of this chapter is to discuss the dynamic stability of frictional equilibrium postures, based on the system’s dynamics and its response to small position-and-velocity perturbations. The structure of this chapter is as follows. Section 4.1 formulates the dynamics of planar mechanical systems with frictional contacts, which are a subclass of constrained dynamical systems, and introduces the notion of the system’s contact modes, which determine the dynamic response of the system. Section defines the notion of frictional stability, and discusses its relationship with classical definitions of dynamic stability. Focusing on the reduced model of a single rigid body with variable center-of-mass, Section 4.3 enumerates all the possible contact modes, and formulates the conditions for their feasibility. It is then shown that the dynamic solution may suffer from special difficulties which are unique to this kind of dynamical systems, such as indeterminacy, inconsistency, and
dynamic jamming. Section 4.4 introduces the \textit{strong equilibrium condition}, which eliminates all the dynamic indeterminacies, and shows that strong equilibrium is a necessary condition for frictional stability. Section 4.4 introduces the \textit{persistent equilibrium condition}, which eliminates all the dynamic inconsistencies, and shows that under persistent equilibrium condition, the dynamic response is guaranteed to have a separated contact recovered a sliding contact fixed in finite time. Finally, Section 4.6 sketches some possible generalizations of the analysis.

\section{4.1 Formulation of Frictional Dynamics and Contact Modes}

This section formulates the dynamics of planar mechanical systems with frictional contacts. The dynamic solution of such systems depends on the instantaneous interaction at the contacts, namely the \textit{contact mode} of the system. Let $Q$ denote the $n$-dimensional configuration space of a mechanical system, and let $(q, \dot{q})$ denote the dynamical system’s state, composed of the system’s configuration and velocity. The system is subject to $k$ frictional contacts. Recall that $x_i$ denotes the $i$-th contact point, and that $t_i, n_i$ denote the tangent and normal unit vectors at $x_i$ for $i = 1 \ldots m$. It is assumed that the terrain is \textit{piecewise linear}, and hence $t_i, n_i$ are constant in the vicinity of the contact $x_i$ for $i = 1 \ldots k$. The dynamics of the system is governed by its \textit{equation of motion}, given by

\begin{equation}
M(q)\ddot{q} + B(q, \dot{q}) + G(q) = \sum_{i=1}^{k} J_i^T(q)f_i. \tag{4.1}
\end{equation}

The matrix $M(q)$ is denoted the system’s matrix of inertia. $B(q, \dot{q})$ is a vector of velocity-dependent generalized forces, and $G(q)$ is the vector of gravitational terms.
On the right hand side of (4.1), $f_i \in \mathbb{R}^2$ is the contact force at the $i$-th contact, and $J_i(q)$ is the Jacobian matrix satisfying $v_i = J_i(q)\dot{q}$, where $v_i \in \mathbb{R}^2$ is the instantaneous velocity of $B$ at the $i$-th contact point. The derivation of these equations of motion is discussed in many classical books of mechanics, e.g., [66], and of robot dynamics, e.g., [104]. The dynamic solution $q(t)$ for given initial conditions is obtained by integrating the equation of motion (4.1) for a time interval. At a given instant of time, $q$ and $\dot{q}$ are known, and one needs to solve (4.1) for the acceleration $\ddot{q}$. Note that in addition to $\ddot{q}$, the instantaneous contact forces $f_i$ are also unknown in (4.1). Therefore, additional information must be used in order to obtain an instantaneous dynamic solution for $\ddot{q}$ and $f_i$. This missing information is the contact mode of the system, which imposes constraints on the contact force $f_i$ and the velocity $v_i$ at each contact. Table 4.1 lists the four possible contact modes for a single contact at $x_i$, which are denoted S,F,R, and L, corresponding to contact separation, fixed (or rolling) contact, right-sliding contact and left-sliding contact, respectively. A contact mode of a system with $m$ contacts is encoded by a word of $m$ letters from the alphabet $\{S, F, R, L\}$. For example, the contact mode SR of a two-contact system means that the contact $x_1$ is instantaneously separating, while the contact $x_2$ is sliding to the right. Each contact mode is associated with linear equality and inequality constraints on the contact force $f_i$ and on the velocity at the contact $v_i$. Choosing a contact mode imposes two scalar equality constraints for each contact. Assuming that a contact mode is maintained for a finite time interval, each equality constraint on $v_i$ can be differentiated with respect to time, to obtain a similar constraint on the acceleration at the contact, denoted $a_i$. Using the relation $a_i = J_i(q)\ddot{q} + \dot{J}_i(q)\dot{q}$ yields an equality constraint which is affine in $\ddot{q}$. Augmenting the equation of motion (4.1) with the $2m$ equality constraints associated with a given contact mode, one obtains a square linear system in the unknowns $\ddot{q}$.
and \( f_i, \ i = 1 \ldots m \). This system is generically full rank, and gives a unique solution for the instantaneous dynamics associated with the given contact mode. However, since each contact mode is also associated with inequality constraints, the dynamic solution should then be assigned into these inequalities to check if the chosen contact mode is consistent. Note that since at a given instant the velocities \( v_i \) are known, the kinematic inequalities associated with \( v_i \) can be checked directly without solving the dynamics. Thus, kinematically inconsistent contact modes can be ruled out in advance. However, in the special case where the system is at rest, \( v_i = \vec{0} \) for all \( i \), and the kinematic inequality constraints are trivially satisfied as equalities. In this case, one needs to differentiate these inequalities with respect to time or, equivalently, replace \( v_i \) with its corresponding acceleration \( a_i \). The consistency of a contact mode is then checked by assigning the dynamic solution for \( a_i \) into the kinematic inequalities, and assigning the solution for \( f_i \) into the force inequalities.

Summarizing the procedure described above, in order to find the instantaneous dynamic solution of a planar mechanical system with frictional contacts, one needs to conduct the following steps. First, given the system’s current state \((q, \dot{q})\), compute the velocities \( v_i \) at each contact. Second, enumerate all candidate contact modes which are consistent with these velocities (i.e. satisfy the kinematic constraints). For

<table>
<thead>
<tr>
<th>contact mode</th>
<th>physical meaning</th>
<th>kinematic constraints</th>
<th>force constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>Separation</td>
<td>( v_i \cdot n_i &gt; 0 )</td>
<td>( f_i = 0 )</td>
</tr>
<tr>
<td>F</td>
<td>Fixed</td>
<td>( v_i = 0 )</td>
<td>[</td>
</tr>
<tr>
<td>R</td>
<td>Right sliding</td>
<td>( v_i \cdot n_i = 0 ) ( v_i \cdot t_i &gt; 0 )</td>
<td>( f_i \cdot t_i = -\mu(f_i \cdot n_i) ) ( f_i \cdot n_i \geq 0 )</td>
</tr>
<tr>
<td>L</td>
<td>Left sliding</td>
<td>( v_i \cdot n_i = 0 ) ( v_i \cdot t_i &lt; 0 )</td>
<td>( f_i \cdot t_i = \mu(f_i \cdot n_i) ) ( f_i \cdot n_i \geq 0 )</td>
</tr>
</tbody>
</table>

Table 4.1: The possible contact modes at a single frictional contact.
each of the candidate contact modes, compute the associated instantaneous dynamic solution, and substitute into the contact mode’s inequalities to check if it is consistent. Finally, pick a contact mode which is consistent, and its associated dynamic solution. This solution can then be used to integrate (4.1) and compute the system’s trajectory $q(t)$ until this contact mode becomes inconsistent.

Given this procedure, one can compute the dynamic solution under given initial conditions. This motivates the discussion of dynamic stability of equilibrium postures which appears in the next section. Stability analysis is based on considering the system’s dynamics in response to small perturbation about an equilibrium configuration.

A fundamental problem of planar mechanical system with frictional contact is that in some cases this procedure fails to provide a dynamic solution. One such case is frictional inconsistency, in which no contact mode is consistent. The second case is frictional indeterminacy, in which two or more contact modes are simultaneously consistent. The next section demonstrates these abnormal phenomena for the reduced model of a planar rigid body with variable center-of-mass, and discusses their influence on stability of frictional equilibrium postures.

### 4.2 Definition of Frictional Stability in Mechanical Contact Systems

This section discusses the dynamic stability of frictional equilibrium postures, and introduces the definition of frictional stability for equilibrium postures of planar mechanical systems with frictional contacts. The definition is based on analyzing the of dynamic solution of a mechanical system under small position-and velocity perturbation about a frictional equilibrium posture. The dynamic solution of frictional
systems was partially defined in the previous section, and its complete definition will be given in Chapter 5. Thus, this chapter analyze only one of two components of frictional stability.

Classical definitions of local stability of equilibrium points of a dynamical system are based on considering a small perturbation in the system's state (i.e. position and velocity) about an equilibrium point, and analyzing the trajectory of the dynamical system in response to this perturbation (e.g. Lyapunov stability in [48, 52]). An equilibrium point is \textit{locally stable}, if for any arbitrarily small state-perturbation, the trajectory of the dynamical system stays within a small bounded neighborhood of the original equilibrium state. A locally stable equilibrium point is also \textit{asymptotically stable} if for any arbitrarily small state perturbation, the trajectory of the dynamical system converges asymptotically to the original equilibrium state.

In the robotics literature, some works analyzed the stability of robotic systems with multiple contacts, in the context of grasping. In [73],[27] the stability of force closure grasps is analyzed, under the assumption that the contact forces are actively controlled. In [101], the stability of grasping with passive fingers is considered, by modelling the natural compliance at the contacts, and [44] also accounts for joints’ stiffness. However, all the works mentioned above considered only perturbations in which all contacts are maintained fixed (or rolling), and disregarded perturbations in which the contacts are sliding or separating. In this work we want to analyze the stability of equilibrium postures with respect to all possible perturbations, including contact separation, rolling or sliding, under the rigid body paradigm, assuming that the contact forces are passively generated by frictional contact constraints. The following example illustrates the problematic nature of our desired stability properties. Consider a planar rigid body supported by two frictional contacts in gravitational
Figure 4.1: (a) A frictional equilibrium stance (b) A perturbed stance that still maintains feasible equilibrium.

field. Figure 4.1a depicts the rigid body, the contacts, and the feasible equilibrium region for the center-of-mass. Consider a perturbation in which the body is slightly rotated while both contacts slide to the right, and left at rest in the new posture. Figure 4.1b shows the rigid body after this perturbation. Note that under this perturbation, the center-of-mass has been shifted, but it still lies within the feasible equilibrium region. Therefore, the perturbed configuration is also a frictional equilibrium posture, and the body may stay in the new posture, rather than converging back to the original one. This example demonstrates the key observation that frictional equilibrium postures are never asymptotically stable, and might be neutrally stable with respect to a set of contact-preserving perturbations. On the other hand, the definition of locally stability is insufficient, since we would like to ensure that that the perturbed system
converges back to an equilibrium point, while all contacts are re-established. The ob-
servations above motivates the introduction of the new definition of frictional stability.
Since the definition uses the notion of small neighborhood of an equilibrium postures,
we assume that \( q \) is a set of local coordinates parametrizing a small neighborhood of
\( q_0 \) in configuration space. Thus, we treat both \( q \) and \( \dot{q} \) as elements in \( \mathbb{R}^n \), and use the
Euclidean norm \( \| \cdot \| \) to define small neighborhoods of equilibrium postures as follows.
Let \( q_0 \) be an equilibrium posture of a mechanical system. Define an \( \epsilon \)-neighborhood
of the equilibrium state as
\[
N_\epsilon = \{ (q, \dot{q}) : \| q - q_0 \| < \epsilon, \text{ and } \| \dot{q} \| < \epsilon \}.
\]
Using this notion of small neighborhoods, the definition of frictional stability of equilibrium
posture is as follows.

**Definition 3** Consider a planar mechanical system with \( k \) frictional contacts. A
frictional equilibrium posture \( q_0 \) of the system possesses frictional stability if for any
arbitrarily small \( \delta > 0 \), there exists sufficiently small \( \epsilon > 0 \), such that for any
non-penetrating state-perturbation \((q(0), \dot{q}(0)) \in N_\epsilon\), the trajectory of the dynamical
system \( q(t), \dot{q}(t) \) converges to an equilibrium posture such that all \( k \) contacts are
re-established, while staying within the neighborhood \( N_\delta \) of the original equilibrium
posture.

### 4.3 Dynamics of Perturbed Equilibrium Stances of a Planar Rigid Body

This section uses the concepts derived in section 4.1 to analyze the dynamics of fric-
tional two-contact equilibrium stances in 2D under small perturbations. We use the
simplifying paradigm that lumps all the kinematics into a single rigid body \( B \) with
fixed contacts and a variable center-of-mass. Using the dynamic solution associated with a non-static contact mode, its inequality constraints define a \textit{feasibility region} of center-of-mass positions for which this contact mode is consistent. Using the feasibility regions of all contact modes, the phenomena of frictional indeterminacy and inconsistency are demonstrated.

First, let us reformulate the contact modes constraint as follows. Recall that \( C_l^i \) and \( C_r^i \) denote unit vectors along the left and right edges of the friction cone \( C_i \) for \( i = 1, 2 \).

Each contact force within its friction cone can be decomposed as \( f_i = f_l^i C_l^i + f_r^i C_r^i \), where \( f_l^i, f_r^i \geq 0 \). Moreover, differentiation of the kinematic constraints with respect to time and evaluation at zero-velocity stance, the velocities \( v_i \) can be replaced by the accelerations \( a_i \) in all contact mode's constraints. Table 4.2 summarizes these reformulations of the contact modes’ constraints.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{contact mode} & \textbf{physical meaning} & \textbf{kinematic constraints} & \textbf{force constraints} \\
\hline
S & Separation & \( a_i \cdot n_i \geq 0 \) & \( f_l^i = f_r^i = 0 \) \\
F & Fixed & \( a_i = 0 \) & \( f_l^i, f_r^i \geq 0 \) \\
R & Right sliding & \( a_i \cdot n_i = 0 \) & \( f_l^i = 0 \) \\
& & \( a_i \cdot t_i \geq 0 \) & \( f_r^i \geq 0 \) \\
L & Left sliding & \( a_i \cdot n_i = 0 \) & \( f_r^i = 0 \) \\
& & \( a_i \cdot t_i \leq 0 \) & \( f_l^i \geq 0 \) \\
\hline
\end{tabular}
\caption{Contact modes at a zero-velocity state.}
\end{table}

\section{4.3.1 Formulation of the frictional dynamics}

We now define our basic terminology, and formulate the dynamics of a planar rigid body \( B \) supported by two frictional contacts. Let \( x_1, x_2 \in \mathbb{R}^2 \) denote the positions of the contact points, and let \( f_1, f_2 \in \mathbb{R}^2 \) denote the contact forces. Let \( p_{ll} \) denote the intersection point of the left edges of the two frictions cones, let \( p_{rr} \) denote the
intersection point of the right edges of the two frictions cones, and let \( p_{nn} \) denote the intersection point of the two contact normals. The center-of-mass position of \( B \) is denoted \( x \). The mass of \( B \) is denoted \( m \), and its moment of inertia is denoted \( I_c \). Let \( \rho \) denote \( B \)'s radius of gyration, satisfying \( I_c = m\rho^2 \). The body is subject to a net wrench of external force and torque denoted by \( (f_{ext}, \tau_{ext}) \). Finally, let \( a \in \mathbb{R}^2 \) and \( \alpha \in \mathbb{R} \) denote the linear and angular acceleration of \( B \)'s body frame located at its center of mass. The equations of motion of \( B \) under the influence of an external wrench and two contact forces are:

\[
ma = f_1 + f_2 + f_{ext} \\
m\rho^2 \alpha = (x - x_1)^T J f_1 + (x - x_2)^T J f_2 + \tau_{ext},
\]

where \( J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \). (4.2)

The possible contact modes of \( B \) are encoded by two-letter words from the alphabet \( \{S, F, R, L\} \), describing the interaction at each of the two contacts. Assuming a contact mode adds four equality constraints in \( f_i \) and \( a_i \) for \( i = 1, 2 \) as detailed in Table 4.3. The contact accelerations \( a_i \) are related to \( (a, \alpha) \) via the rigid-body relation

\[
a_i = a + J(x_i - x)\alpha.
\] (4.3)

Using this relation, the contact mode constraints augmented with the equation of motion (4.1) give a linear system in the unknowns \( \{f_1, f_2, a, \alpha\} \). This system is generically full rank, and its unique solution is the instantaneous dynamic solution associated with a specific contact mode, which is a function of \( B \)'s center of mass \( x \).

Substituting the dynamic solution into the contact mode’s inequality constraints (with \( v_i \) replaced by \( a_i \) in the kinematic constraints) gives inequalities in \( x \), which define the contact mode’s feasibility region, which is the region of center-of-mass locations where this particular mode is feasible.
4.3.2 Feasibility regions of contact modes

We now explicitly formulate the center-of-mass feasibility regions of all possible contact modes for a two-contact frictional equilibrium stance of \( B \). For two contacts, there are four qualitatively different non-static contact modes, listed as follows. Contact mode SS of two-contact separation (i.e. free flying), contact mode FS of rolling and separation, contact mode RS of sliding and separation, and contact mode RR of simultaneous two-contact sliding. Each other contact mode is obtained from these four by exchanging the order of contacts or reversing the sliding direction. The corresponding feasibility regions of these contact modes are denoted \( R_{SS} \), \( R_{FS} \), \( R_{RS} \) and \( R_{RR} \) respectively.

Note that the contact mode FF of static equilibrium, is a special case in which the associated equality constraints are linearly dependent. Therefore, the static solution of is indeterminate. Nevertheless, the contact mode’s inequality constraints still define the feasibility region \( R_{FF} \), which is precisely the feasible equilibrium region \( R(w) \) computed in Chapter 2 for planar stances.

The following lemma formulates the center-of-mass feasibility regions of the four non-static contact modes.

**Lemma 4.3.1 ([76])** Let \( B \) be supported by two frictional contacts at rest, and be subjected to an external wrench \((f_{ext}, \tau_{ext})\). Then the feasibility regions of the non-static contact modes are given as follows.

1. The SS feasible region is a semi-infinite polygon bounded by two edges, given by
   \[
   R_{SS} = \{ x : \rho^2 f_{ext} \cdot n_i - \tau_{ext}(x - x_i) \cdot t_i \geq 0, \ i = 1, 2 \}.
   \]

2. With \( x_1 \) chosen as frame origin, the FS feasible region is given by
\[ R_{FS} = \{ x : \min_{i=1,2,3}\{ T_i(x) \} \geq 0 \}, \]

where \( T_1(x) = (-Jx \tau_{ext} + (Jx x^T J + \rho_o^2 I) f_{ext}) \cdot JC_1, \)
\( T_2(x) = (Jx \tau_{ext} - (Jx x^T J + \rho_o^2 I) f_{ext}) \cdot JC_1, \)
and \( T_3(x) = (x^T J^T \mathbf{f}_{ext} + \tau_{ext})(t_2 \cdot x_2), \)
where \( \rho_o^2 = \rho^2 + \| x \|^2, \)
and \( I \) is the 2×2 identity matrix.

3. With \( x_1 \) chosen as frame origin, The RS feasible region \( R_{RS} \) is the union of two sets, \( R_{RS} = R_{RS}^1 \cup R_{RS}^2, \) given by
\[ R_{RS}^1 = \{ x : \min_{i=1,2,3,4}\{ W_i(x) \} \geq 0 \}, \]
\[ R_{RS}^2 = \{ x : \max_{i=1,2,3,4}\{ W_i(x) \} \leq 0 \}, \]
where \( W_1(x) = (t_1 \cdot x) \tau_{ext} - \rho^2 f_{ext} \cdot n_1, \) \( W_2(x) = (n_1 \cdot C_1) - (t_1 \cdot x) x^T J^T C_1, \)
\( W_3(x) = (t_1 \cdot x) W_0(x) + ((t_1 \cdot C_1) W_1(x) + (t_1 \cdot f_{ext}) W_2(x)), \) and \( W_4(x) = t_2 \cdot (x - x_2) W_0(x) + ((n_2 \cdot C_1) W_1(x) + (n_2 \cdot f_{ext}) W_2(x)), \)
where \( W_0(x) = (n_1 \cdot f_{ext}) x^T J^T C_1 + (n_1 \cdot C_1) \tau_{ext}. \)

4. With \( n_2 \) chosen as frame origin, The RR feasible region \( R_{RR} \) is the union of two sets, \( R_{RR} = R_{RR}^1 \cup R_{RR}^2, \) given by
\[ R_{RR}^1 = \{ x : \min_{i=1,2,3,4,5}\{ Q_i(x) \} \geq 0 \}, \]
\[ R_{RR}^2 = \{ x : \max_{i=1,2,3,4,5}\{ Q_i(x) \} \leq 0 \}, \]
where \( Q_0(x) = x^T J^T f_{ext} + \tau_{ext}, \)
\( Q_1 = (n_1 \cdot (p_{nn} - x_1)) Q_0(x), \) \( Q_2 = (n_2 \cdot (p_{nn} - x_2)) Q_0(x), \)
\( Q_3(x) = x^T (x - p_{nn}) + \rho^2 = \| x - \frac{1}{2} p_{nn} \|^2 - \frac{1}{4} \| p_{nn} \|^2 + \rho^2, \)
\( Q_4(x) = ((C_1^i \cdot (x - p_{nn})) Q_0(x) + (C_1^i \cdot J f_{ext}) Q_3(x))/(n_2 \cdot t_1), \)
\( Q_5(x) = ((C_1^i \cdot (x - p_{nn})) Q_0(x) + (C_1^i \cdot J f_{ext}) Q_3(x))/(n_1 \cdot t_2) \)

The proof of this lemma, which appears in appendix A, is based on applying the following two steps for each particular contact mode. First, substitute the contact mode’s equality constraints into the equation of motion (4.2), and explicitly compute
the dynamic solution of \( \{f_1, f_2, a, \alpha\} \) as a function of the center-of-mass position \( \mathbf{x} \). Then, substitute the dynamic solution into the contact mode’s inequality constraints, to obtain inequality constraints on \( \mathbf{x} \), defining the contact mode’s feasibility region. Note that the feasibility regions of all other non-static contact modes can be obtained from the regions listed in Lemma 4.3.1 by simply exchanging the indices or reversing the sliding directions.

4.3.3 Graphical examples

The following examples show the feasibility regions of contact modes, and demonstrate one of the fundamental problems of frictional dynamics, namely the frictional dynamic ambiguity phenomenon. This phenomenon occurs when the feasibility regions of two or more contact modes are overlapping. When the center of mass is located in the overlap region, the friction model under rigid body assumption fails to predict which of the contact mode will actually happen. In this work, we naturally focus on ambiguity of the static contact mode FF with other non-static contact mode. Such ambiguity results in dynamic instability of the particular equilibrium posture, as proven in the next section.

Fig. 4.3.3 shows the feasibility region of contact mode SS for \( f_{ext} = f_g, \tau_{ext} \neq 0 \), together with the corresponding feasible equilibrium region \( \mathcal{R}_{FF} \), for two different stances with \( \mu = 0.4 \). The overlap region in Fig. 4.2b corresponds to dynamic ambiguity of these two contact modes. We can make two observations on the possible overlap of \( \mathcal{R}_{SS} \) with \( \mathcal{R}_{FF} \). As \( |\tau_{ext}| \) approaches zero, \( \mathcal{R}_{SS} \) moves away from the contacts toward infinity, until it vanishes at infinity when \( \tau_{ext} = 0 \). Let us assume that \( f_{ext} = f_g \), in which case \( \mathcal{R}_{FF} \) is a vertical strip. In the \( \vee \)-shaped terrain of Figure 4.2a, there exists an upper bound \( T \) such that for all \( |\tau_{ext}| \leq T \) the region \( \mathcal{R}_{SS} \)
is disjoint from $\mathcal{R}_{FF}$. Consequently the entire equilibrium region is safe from both contacts breaking off in response to $(f_{ext}, \tau_{ext})$. However, in the $L$-shaped terrain of Figure 4.2b, $\mathcal{R}_{FF}$ intersects $\mathcal{R}_{SS}$ for any non-zero $\tau_{ext}$. Thus in general a portion of $\mathcal{R}_{FF}$ is dynamically ambiguous with respect to the SS mode.

Figure 4.3.3 shows the feasible equilibrium region $\mathcal{R}_{FF}$ for a two-contact stance under the nominal gravitational wrench $\mathbf{w} = (f_g, 0)$. The figure also plots, in shaded regions, the feasibility regions of contact modes FS, RS, and LS, associated with pure rolling, right sliding, and left sliding at $x_1$, and separation at $x_2$. Note that the portion of $\mathcal{R}_{FF}$ that lies outside the vertical strip bounded by the contacts suffers from frictional dynamic ambiguity of the static mode FF with one of the non-static contact modes FS, RS and LS. When the center-of-mass is positioned in this portion of $\mathcal{R}_{FF}$, $\mathcal{B}$ is highly sensitive to initial perturbations of rolling or sliding. Such scenarios suffer from frictional instability, as proven in section 4.4. Another interesting observation from Fig 4.3 is the fact that the regions $\mathcal{R}_{FS}$, $\mathcal{R}_{RS}$, and $\mathcal{R}_{LS}$ are neighboring, but not overlapping. In fact, the formulation of these region in Lemma 4.3.1 shows that at zero contact-velocity, the contact modes of right-sliding, pure rolling, and left-sliding at a particular contact are never ambiguous with respect to each other.

### 4.4 The Strong Equilibrium Criterion

In this section we address the problem of frictional dynamic ambiguity by applying the strong equilibrium condition, which was first defined by Trinkle et. al [84]. In the case of two-contact stances of a rigid body, this condition is used to compute the center-of-mass region satisfying strong equilibrium. We then prove that strong equilibrium is a necessary condition for frictional stability of equilibrium postures.
Figure 4.2: The feasible regions of modes FF and SS for two stances with $\mu = 0.4$.

Figure 4.3: The feasible regions of modes FF, FS, RS and LS for a stance with $\mu = \tan(30^\circ)$.
The definition of strong equilibrium is as follows. An equilibrium state of a mechanical system with frictional contact is a strong equilibrium, if all non-static contact modes are infeasible at the particular posture (with zero velocities). Since strong equilibrium posture is non-ambiguous with any other non-static contact mode, it is guaranteed that the only dynamically consistent motion of the system is static equilibrium.

4.4.1 Strong equilibrium in planar two-contact stances

We now apply the strong equilibrium condition for the reduced case of a planar rigid body $B$ supported at an equilibrium stance by two frictional contacts. For a given external wrench $\mathbf{w} = (f_{\text{ext}}, \tau_{\text{ext}})$, we define the strong equilibrium region, denoted $\mathcal{R}(\mathbf{w})$ as the region center-of-mass positions $\mathbf{x}$ that satisfy the strong equilibrium condition. This region is computed by removing the feasibility regions of all non-static contact modes from the feasible equilibrium region $\mathcal{R}_{\text{FF}}(\mathbf{w})$. The following proposition summarizes the procedure for computing the strong equilibrium region for two contact stances.

**Proposition 4.4.1** Let $B$ be supported by two frictional contacts and be subjected to an external wrench $\mathbf{w} = (f_{\text{ext}}, \tau_{\text{ext}})$. Then the strong equilibrium region for the stance, denoted $\mathcal{R}(\mathbf{w})$, is given by

$$S(\mathbf{w}) = \mathcal{R}_{\text{FF}} - (\mathcal{R}_{\text{SS}} \cup \mathcal{R}_{\text{RR}} \cup \mathcal{R}_{\text{LL}} \cup \mathcal{R}_{\text{FS}} \cup \mathcal{R}_{\text{SF}} \cup \mathcal{R}_{\text{RR}} \cup \mathcal{R}_{\text{RS}} \cup \mathcal{R}_{\text{LS}} \cup \mathcal{R}_{\text{SL}}),$$

(4.4)

where $\mathcal{R}_{\text{LL}}$ is obtained from $\mathcal{R}_{\text{RR}}$ by reversal of sliding direction, $\mathcal{R}_{\text{SF}}$ is obtained from $\mathcal{R}_{\text{FS}}$ by exchange of contact indices, and $\mathcal{R}_{\text{LS}}, \mathcal{R}_{\text{SR}}, \mathcal{R}_{\text{SL}}$ are obtained from $\mathcal{R}_{\text{RS}}$ by reversal of sliding direction or exchange of contact indices.

In the two-contact stance of Figure 4.3.3 with $\mathbf{w}_0 = (f_g, 0)$, the region $\mathcal{R}_{\text{SS}}$ is empty, and the regions $\mathcal{R}_{\text{RR}}$ and $\mathcal{R}_{\text{LL}}$ do not overlap $\mathcal{R}_{\text{FF}}$. However, after removing the
regions $\mathcal{R}_{FS}, \mathcal{R}_{RS}, \mathcal{R}_{LS}, \mathcal{R}_{SF}, \mathcal{R}_{SR}, \mathcal{R}_{SL}$, the strong equilibrium region $\mathcal{S}(\mathbf{w}_0)$ is the vertical strip spanned by the contacts $x_1$ and $x_2$.

### 4.4.2 Relation of strong equilibrium and frictional stability

We now show that strong equilibrium is a necessary component in achieving frictional stability. For the sake of simplicity, we assume that the terrain is piecewise linear in the vicinity of the contacts, and that each contact point is a sharp vertex of the contacting body, which is a fixed point with respect to the body. The following Theorem establishes the relationship between strong equilibrium and frictional stability.

**Theorem 5** Let a planar mechanical system with $m$ frictional contacts be at an equilibrium configuration $q_0$ on a piecewise-linear terrain. Then a necessary condition for frictional stability of $q_0$ is that it is a strong equilibrium.

**Proof:** Assume that the nominal configuration $q_0$ is not strong equilibrium. Therefore, there exists a non-static contact mode $MODE$, which is consistent under zero contact-velocities. The rest of this proof shows that under arbitrarily small velocity perturbations which are consistent with the contact mode $MODE$, the dynamic response $q(t)$ is not bounded within an arbitrarily small neighborhood of $q_0$.

The non-static contact mode $MODE$ contains at least one contact which is either separating or sliding. In the following, we assume that $MODE$ is associated with contact separation at the contact $x_j$ for some $j$, while the second case of a sliding contact can be treated similarly. Let us define $z(q) = n_j \cdot (x_j(q) - x''_j)$, where $x_j(q)$ is the location of the $j$-th contact point on the contacting body as a function of $q$, and $x''_j = x_j(q_0)$ is the location of the contact point on the nominal configuration $q_0$. We now consider a perturbation of the form $q(0) = q_0$ and $\dot{q}(0) = \beta \eta$, where $\beta > 0$. 
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and \( \eta \) is a nonzero velocity satisfying \( \| \eta \| = 1 \), which is consistent with the kinematic constraints associated with the contact mode \( \text{MODE} \). Under this perturbation, there exists a dynamic solution for accelerations and contact forces \( \ddot{q} = \dot{q}(q(t), \dot{q}(t)) \), \( f_i = f_i(q(t), \dot{q}(t)) \), which is determined by the equations of motion (4.1) and the contact mode constraints in table 4.1. Differentiating \( z(q) \) twice with respect to time and substituting the dynamic solution, the dynamics of \( z(q) \) is given by \( \dddot{z}(q, \dot{q}) = n_i \cdot (\dot{J}(q)\dot{q} + J_i(q)\ddot{q}(q, \dot{q})) \). Since the contact mode \( \text{MODE} \) is consistent at \( (q, \dot{q}) = (q_0, 0) \), there exists \( a_0 > 0 \) such that \( \dddot{z}(q_0, 0) = a_0 \). Since the dynamic solution is continuous in \( (q, \dot{q}) \), there exists a neighborhood defined by \( N_\epsilon \) of \( (q_0, 0) \), such that \( \dddot{z}(q, \dot{q}) > a_0 \) for all \( (q, \dot{q}) \in N_\epsilon \). Define the flow \( \Phi_t(q(0), \dot{q}(0)) \) of the contact mode \( \text{MODE} \) as the solution for \( (q, \dot{q}) \) at time \( t \), satisfying the equations of motion (4.1) and the constraints of the contact mode \( \text{MODE} \), with the initial conditions \( q(0), \dot{q}(0) \). Since the flow \( \Phi \) is continuous in \( (q(0), \dot{q}(0)) \) and in \( t \), there exists \( t_0 > 0 \) such that the flow \( \Phi_t(q_0, \beta \eta) \) is consistent with the contact mode \( \text{MODE} \) and satisfies \( \Phi_t(q_0, \beta \eta) \in N_\epsilon \) for all \( 0 < t < t_0 \) and \( 0 < \beta < \frac{\epsilon}{2} \). Therefore, the dynamics of \( z(t) \) under a initial conditions \( (q_0, \beta \eta) \) such that \( 0 < \beta < \frac{\epsilon}{2} \) satisfies \( \dddot{z}(t) > \frac{a_0}{2} \) for \( t \in [0, t_0] \), and its initial conditions satisfy \( z(0) = 0 \) \( \dddot{z}(0) \geq 0 \). Hence \( z(t_0) \) satisfies \( z(t) > \frac{1}{2} a_0 t_0^2 \) for \( (q(0), \dot{q}(0)) = (q_0, \beta \eta) \) such that \( 0 < \beta < \frac{\epsilon}{2} \), and we can thus conclude that the solution \( q(t_0) \) cannot be bounded within an arbitrarily small neighborhood of \( q_0 \) by setting \( \beta \) sufficiently small. \( \square \)

### 4.5 The Persistent Equilibrium Criterion

In this section we address the problem of dynamic inconsistency for mechanical systems with frictional sliding contacts. We present a new criterion, called the persistent
equilibrium condition, which guarantees that this inconsistency is avoided. Finally, we apply this criterion for a two-contact stance of a rigid body, and derive the persistent equilibrium region, which is the region of center-of-mass positions for which the persistent equilibrium condition is satisfied.

4.5.1 Frictional dynamic inconsistency and dynamic jamming

The rigid-body dynamics under Coulomb’s friction assumption suffers from two major problems. The first problem is the dynamic ambiguity, which was already demonstrated in section 4.4, and can be avoided by applying the strong equilibrium condition. The second problem is the dynamic inconsistency, associated with frictional sliding. This problem was first discovered by Painlevé, with his famous example of a thin rod sliding on a plane (Fig. 4.4a). In this example, for some certain choices of the rod’s physical parameters and geometry, there exist initial conditions corresponding to sliding of the rod, under which the contact mode of sliding is dynamically inconsistent, and no other contact mode is consistent. This paradoxical result, where no finite-force solution is feasible, has been recently resolved by a solution of impulsive forces, using the concept of tangential impact [117], (or ”impact without collision” [28],[16]), in which the contact experiences an impulsive contact force, which causes a discontinuous velocity jump followed by contact separation.

Under initial conditions of nonzero sliding velocity $v_i$, the inconsistency of sliding occurs when the dynamic solution of the contact force $f_i$ violates the constraint $f_i n_i \geq 0$. Since the instantaneous dynamics can be formulated as a square linear system in $(\ddot{q}, f_i)$, the dynamic solution of $f_i$ is a fraction $f_i(q, \dot{q}) = F_{num}(q, \dot{q})/F_{den}(q)$, where $F_{den}(q)$ is the determinant of the linear system’s matrix. When $F_{den}(q)$ approaches zero, the force $f_i$ becomes unbounded. When $F_{den}(q)$ crosses zero, the sign of $f_i$
Figure 4.4: Center-of-mass region for sliding inconsistency

reverses, and sliding becomes inconsistent, and an tangential impact event occurs, followed by contact mode transition. This phenomenon, named *dynamic jamming*, was analyzed by Dupont et al. [24], and by Génot et al. [28].

We now formulate the dynamic inconsistency and dynamic jamming conditions in terms of center-of-mass location. In the case of a rigid body $B$ with a variable center-of-mass $\mathbf{x}$ and a single right-sliding contact, the dynamic solution is identical to the RS contact mode presented in Lemma 4.3.1, since the contact force $f_2$ is zero. Choosing the contact $x_1$ as the frame origin, the denominator $F_{\text{den}}(q)$ is given by $F_{\text{den}} = (\mathbf{x} \cdot t_1)(\mathbf{x} \cdot C'_1) - \rho^2 \cos \gamma$, where $\rho$ is $B$’s radius of gyration and $\gamma = \tan^{-1}(\mu)$. The curve $F_{\text{den}} = 0$ is a hyperbolic curve in $\mathbf{x}$, shown in Fig. 4.4a. If a sliding rod is given an initial sliding such that its center-of-mass crosses the curve $F_{\text{den}} = 0$, a dynamic jamming event occurs. This scenario was recently demonstrated experimentally by
Meltz, Or and Rimon [67] on an experimental system mimicking Painlevé’s rod (Fig 4.5). The sliding inconsistency and dynamic jamming may have a crucial effect on stability of equilibrium stance. In the example of Fig. 4.4b, a two-contact equilibrium stance of a rigid body is given a small perturbation such that one contact is sliding and the second is separating. Under a certain choice of physical parameters and center-of-mass position, the body may encounter a tangential impact event followed by a two-contact separation, which does not lead to the desired convergence to a nearby contact configuration. This example motivates the definition of persistent equilibrium condition.

4.5.2 The persistent equilibrium criterion

We now define the persistent equilibrium condition, which requires that both dynamic ambiguity and dynamic inconsistency are eliminated. The definition of persistent equilibrium is as follows. An equilibrium configuration of a mechanical system with frictional contact is a persistent equilibrium if it satisfies two conditions. First, is a
strong equilibrium configuration. Second, for each non-static contact that involves rolling or sliding at some contact \( x_j \), the corresponding dynamic solution for the contact force mode \( f_j \) under zero velocities satisfies \( f_j \cdot n_j > 0 \).

The persistent equilibrium ensures that under a small perturbation that dictates a particular contact mode, this contact mode will govern the system’s dynamics for a finite time, until either a separated contact is recovered, or a sliding contact becomes stationary. This result is summarized in the following theorem.

**Theorem 6** Let a planar mechanical system with \( m \) frictional contacts be at a persistent equilibrium configuration \( q_0 \) on a piecewise-linear terrain. Then there exists a sufficiently small neighborhood of position and velocity perturbations about equilibrium, under which the dictated contact mode persists for an arbitrarily small time \([0,t_0]\), such that on \( t_0 \) either a separated contact is recovered, or a sliding contact becomes stationary, while staying within an arbitrarily small neighborhood of \( q_0 \).

**Proof:** Assume an initial perturbation \((q(0),\dot{q}(0))\) in a neighborhood \( N_\epsilon \) of \((q_0,0)\) that dictates a contact mode \( MODE \). In the following, we choose a quantity \( z(q) \), corresponding to either a tangential displacement, or a normal displacement of a particular contact point. We then show that under the dynamics governed by \( MODE \), \( \dot{z}(t) \) or \( z(t) \) decreases to zero in finite time \( t_0 \), which can be made arbitrarily small by taking \( \epsilon \) sufficiently small. Under the contact mode \( MODE \), each contact point in is either rolling, sliding or separating. We shall defer the discussion of rolling contacts to the end of this proof. Thus, we are left with three possible cases. In the first case, all the contacts are separating. Since \( q_0 \) is strong equilibrium, \( MODE \) is inconsistent at \((q,\dot{q}) = (q_0,0)\). Thus, there exists a contact \( x_i \) such that its dynamic solution at \((q_0,0)\) satisfies \( a_i \cdot n_i < 0 \). In such case, we choose \( z(q) = n_i \cdot (x_i(q) - x_i^0) \), where
\( x_i(q) \) is the location of the \( i \)-th contact point on the contacting body as a function of \( q \), and \( x_i^0 = x_i(q_0) \) is the location of the contact point on the nominal configuration \( q_0 \). In the second case, some of the contacts are sliding. Without loss of generality, we assume right-sliding at all sliding contacts. Since \( q_0 \) is persistent equilibrium, the force constraints \( f_j \cdot n_j > 0 \) for all sliding contacts of \( MODE \) are satisfied at \((q, \dot{q}) = (q_0, 0)\). However, \( q_0 \) is also strong equilibrium, hence \( MODE \) is inconsistent at \((q, \dot{q}) = (q_0, 0)\). Thus, there exist either a separating contact \( x_i \) such that the dynamic solution at \((q_0, 0)\) satisfies \( a_i \cdot n_i < 0 \), or a sliding contact \( x_i \) such that the dynamic solution at \((q_0, 0)\) satisfies \( a_i \cdot t_i < 0 \). We choose \( z(q) \) accordingly, as either \( z(q) = n_i \cdot (x_i(q) - x_i^0) \) or \( z(q) = n_i \cdot (x_i(q) - x_i^0) \).

Under the contact mode \( MODE \), the dynamic solution for accelerations and contact forces \( \ddot{q} = \ddot{q}(q(t), \dot{q}(t)) \), \( f_i = f_i(q(t), \dot{q}(t)) \) is determined by the equations of motion (4.1) and the contact mode constraints of \( MODE \) according to Table 4.1. Differentiating \( z(q) \) twice with respect to time and substituting the dynamic solution gives the instantaneous acceleration \( \ddot{z}(q, \dot{q}) \). Due to the special choice of \( z(q) \), at \((q, \dot{q}) = (q_0, 0)\) the acceleration satisfies \( \ddot{z}(q_0, 0) = -a_0 < 0 \). The dynamic solution is continuous in \((q, \dot{q})\) (note that the persistent equilibrium requirement guarantees that discontinuities due to dynamic jamming are avoided). Therefore, there exists a sufficiently small \( \epsilon_0 > 0 \) such that \( \ddot{z}(q, \dot{q}) < -\frac{a_0}{2} \), and the force inequalities \( f_i(q, \dot{q}) \cdot n_i > 0 \) are satisfied at all sliding contacts \( x_i \) of \( MODE \), for all \((q, \dot{q}) \in N_{\epsilon_0} \). Assume that \( z(q) \) is the normal displacement of a separating contact. Therefore, the dynamics of \( z(t) \) under the contact mode \( MODE \) is required to reach zero within a given time \( t_0 \). Recall that the flow \( \Phi_t(q(0), \dot{q}(0)) \) of the contact mode \( MODE \) is defined as the solution for \((q, \dot{q})\) at time \( t \), satisfying the equations of motion (4.1) and the constraints of the contact mode \( MODE \), with the initial conditions \( q(0), \dot{q}(0) \). Using the continuity of \( \Phi \) in
$(q(0), \dot{q}(0))$ and in $t$, there exist $t_1, \epsilon_1 > 0$ such that $\Phi_t(q(0), \dot{q}(0)) \in N_{\epsilon_0}$ for all times $0 \leq t \leq t_1$, and for all initial conditions $(q(0), \dot{q}(0)) \in N_{\epsilon_1}$ that are consistent with the contact mode $MODE$. Therefore, the dynamics of $z(t)$ satisfy $\ddot{z}(t) < -a_0/2$, and is bounded by $z(t) < z(0) + \dot{z}(0)t - a_0 t^2/4$ for all initial conditions $(q(0), \dot{q}(0)) \in N_{\epsilon_1}$, and for all $t \in [0, t_1]$, where $t_1 = \min\{t_0, t_1\}$. Since $\dot{z}(0)$ is linear in $\dot{q}(0)$, there exists $\epsilon_2 > 0$, such that $|\dot{z}(0)| < a_0 t_*/8$ for all $(q(0), \dot{q}(0)) \in N_{\epsilon_2}$. Since $z(q_0) = 0$, there exists $\epsilon_3 > 0$ such that $|z(0)| < a_0 t_*^2/8$ for all $(q(0), \dot{q}(0)) \in N_{\epsilon_3}$. Under these condition, the time $t$ at which $z(t)$ reaches zero is bounded by $t < (\dot{z}(0) + \sqrt{\dot{z}(0)^2 + a_0 z(0)})/2a_0 < t_* \leq t_0$, for any initial conditions $(q(0), \dot{q}(0)) \in N_{\epsilon}$ which are consistent with $MODE$, where $\epsilon = \min\{\epsilon_1, \epsilon_2, \epsilon_3\}$.

If $z(q)$ is the tangential displacement of a sliding contact, the dynamics of $\dot{z}(t)$ under the contact mode $MODE$ is required to reach zero the time $t_0$. Using the $\epsilon$-neighborhood defined above, $\dot{z}(t)$ is guaranteed to reach zero within the bounded time $t < t_*/2 < t_0$.

Finally, assume that the initial conditions dictate a contact mode $MODE$ that involves rolling at a contact $x_j$. Since $q_0$ is persistent equilibrium, $MODE$ is inconsistent at $(q, \dot{q}) = (q_0, 0)$, but its associated dynamic solution satisfies $f_j \cdot n_j > 0$. Thus, we are left with three possible reasons for the inconsistency of $MODE$ at $(q, \dot{q}) = (q_0, 0)$. The first reason is that there exists a separating contact $x_i$ such that its dynamic solution at $((q_0, 0)$ satisfies $a_i \cdot n_i < 0$. In such case, we choose $z(q) = n_i \cdot (x_i(q) - x_i^0)$. The second reason, is that there exists a sliding contact $x_i$ such that its dynamic solution at $((q_0, 0)$ violates the inequality regarding the sign of $a_i \cdot t_i$. In such case, we choose $z(q) = n_i \cdot (x_i(q) - x_i^0)$. The last possible reason for inconsistency of the contact mode $MODE$ involving rolling at $x_j$ is that the dynamic solution for the contact force $f_j$ violates the inequalities $|(f_j^n)| \leq \mu f_j^n$. In such case, it
can be shown that the contact mode obtained by replacing the rolling at $x_j$ by either right-sliding or left-sliding at $x_j$, has a dynamic solution in which the force constraint $f_j \cdot n_j > 0$ and the kinematic constraint regarding the sign of $a_j \cdot t_j$ are both consistent at $(q, \dot{q}) = (q_0, 0)$. Therefore, the initial contact mode $MODE$ should be replaced accordingly.

### 4.5.3 Persistent equilibrium in planar two-contact stances

We now apply the persistent equilibrium condition for the reduced case of a planar rigid body $B$ supported at an equilibrium stance by two frictional contacts. For a given external wrench $w = (f_{ext}, \tau_{ext})$, we define the persistent equilibrium region, denoted $P(w)$ as the region center-of-mass positions $x$ that satisfy the persistent equilibrium condition. The procedure for computing the persistent equilibrium region is summarized as follows. First, for each non-static contact mode $MODE$, we compute its persistency region, denoted $R_{MODE}'$, which is the region of center-of-mass locations for which the dynamic solution corresponding to $MODE$ with zero velocity under external wrench $w$ satisfies $f_i \cdot n_i > 0$ for each contact point $x_i$ which is sliding or rolling at the contact mode $MODE$. Using these definition and the definition of the strong equilibrium region $S(w)$, the persistent equilibrium region is then given by

$$P(w) = S(w) \cap R_{RR}' \cap R_{LL}' \cap R_{FS}' \cap R_{SF}' \cap R_{RS}' \cap R_{SR}' \cap R_{LS}' \cap R_{SL}' \cap R_{FS}' \cap R_{SF}' \cap R_{RS}' \cap R_{SR}' \cap R_{LS}' \cap R_{SL}'.$$ (4.5)

Graphical example: Figure 4.6 shows the feasible equilibrium region $R_{FF}$ and the persistent equilibrium region $P$ under the nominal gravitational wrench, for two identical symmetric stances with $\mu = 0.5$. The difference between the stances in Fig. 4.6a
and Fig. 4.6b is the mass distribution of $B$, which is captured by the radius of gyration $\rho$. The dimensions of $\rho$ are length units, and its true length relative to the stance’s geometry is shown on both stances. The feasible equilibrium region $\mathcal{R}_{FF}$ is not affected by $\rho$, and is thus identical for both stances. However, the persistent equilibrium region is significantly affected by $\rho$, as follows. The hyperbolic curves which define the region $\mathcal{P}$ have fixed asymptotes, but their “sharpness” depends on $\rho$, such that they become “sharper” as $\rho$ decreases, and a larger portion of $\mathcal{R}_{FF}$ is removed. The radius of gyration in the stance of Fig. 4.6a is twice as larger than in Fig. 4.6b, thus the persistent equilibrium region $\mathcal{P}$ in Fig. 4.6b is smaller than in Fig. 4.6a. This indicates that the persistent equilibrium region is large when $\rho$ is large, i.e. when the mass is mostly distributed away from the center-of-mass. Note that as $\rho$ approaches zero (i.e. the mass is concentrated near the center-of-mass), $\mathcal{P}$ does not necessarily become empty, and in the limiting case $\rho \to 0$ it can be easily computed as a polygonal region by accounting only for the asymptotes of the hyperbolic curves.

### 4.6 Possible Generalizations

This section sketches some possible generalizations of the concepts developed in this chapter. First, we discuss the generalization of strong and persistent equilibrium regions to multiple contacts. Next, we discuss the generalization of strong equilibrium region to guarantee robustness with respect to a given neighborhood of external wrenches neighborhood. Finally, we discuss the computation of dynamics and contact modes in 3D.
4.6.1 Strong and persistent equilibrium for multiple-contact stances

In order to compute the strong and persistent equilibrium regions for planar stances with $k$ contacts, one first needs to enumerate all the possible non-static contact modes for $k$ contacts. Given all these contact modes, one needs to compute the feasible region $\mathcal{R}_{\text{MODE}}$ and the persistent region $\mathcal{R}'_{\text{MODE}}$ for each contact mode $\text{MODE}$. Finally these regions are substituted in a straightforward extension of Eqs. (4.4) and (4.5) to obtain the strong and persistent equilibrium regions $\mathcal{S}$ and $\mathcal{P}$.

Enumeration of multiple contact non-static modes

Consider a k-contact stance of a rigid body $B$. The non-static $k$-contact modes are $k$-letter words from the alphabet $\{S, F, R, L\}$. Although there are $4^k$ different
combinations, some of them represent contact modes which over-constrain the instantaneous motion of $B$, and are therefore kinematically infeasible. For example, the 3-contact modes RRR and LLL are kinematically feasible only if the three contact normals intersect at a single point, which is a non-generic geometry. As a result, the kinematically feasible $k$-contact modes are represented by $k$-letter words where only two letters are allowed from the set $\{S, F, R, L\}$, and the rest $k - 2$ letters must be $S$. Therefore, the total number of the non-static modes is bounded by $(4k)^2$, which is merely quadratic in $k$.

This principle also holds when enumerating the contact modes of a planar kinematic chain with $n$ degrees of freedom and $k$ frictional contacts. The contact modes are $k$-letter words from the alphabet $\{S, F, R, L\}$ such that $2n_F + n_R + n_L < n$, where $n_F, n_R, n_L$ are the number of occurrences of the letters $F, R, L$ respectively. Therefore, the number of kinematically feasible contact modes is roughly exponential in $\min\{n, k\}$.

**Construction of non-static feasible regions**

We now sketch the procedure for computing the non-static feasible regions in $k$-contact postures. Taking $k = 3$ as an example, the kinematically feasible contact modes are 3-letter words, which contain at least one S letter. Therefore we only need to consider the combinations $SXX, XSX, XXS$, where $X \in \{S, F, R, L\}$. Since $S$ represents vanishing of a contact force, the associated dynamic solutions involve only two active contacts. Therefore, the feasible region of a 3-contact mode is simply the intersection of the feasible region of a 2-contact mode, as described in section 4.3, together with the inequality imposed by the additional S letter. For example, the feasible region of RSS mode is obtained by taking the RS region ignoring $x_3$, and then intersecting with the additional inequality $a_3 \cdot n_3 > 0$ after substituting the dynamic solution. For the general $k$-contact case, the feasible region of a $k$-contact mode is obtained
by taking the feasible region of the two active contacts, and then intersecting with additional inequalities of the form $a_i \cdot n_i > 0$. Finally, The computation of the strong equilibrium region now follows the same course as described in section 4.4, using $k - 2$ additional constraints in each non-static mode.

When computing the $k$-contact persistent equilibrium region, one needs to compute the persistent region of each contact mode. However, the persistent region of a $k$-contact mode $MODE$ is identical to the persistent region of the two-contact mode obtained by ignoring all the separating contacts (S letter) of $MODE$. Therefore, extending the computation of persistent equilibrium region in Eq. (4.5) to multiple contact is straightforward.

4.6.2 Robustness of strong equilibrium region

Given a neighborhood $W$ of external wrenches surrounding the nominal gravitational wrench, the robust strong equilibrium region, denoted $S(W)$ is the center-of mass region that maintain strong equilibrium under any external wrench $w$ from $W$. Formally, this region is defined as the intersection

$$S(w) = \bigcap_{w \in W} S(w).$$

We now sketch the procedure for computing the robust strong equilibrium region $S(W)$, which is detailed in [77],[76]. First, one needs to compute the $W$-feasible region of each non-static contact modes. The $W$-feasible region of a non-static contact modes $MODE$ is the union of the feasible region $R_{MODE}(w)$ for all $w \in W$. The feasible region of $MODE$ is determined by inequalities in $x$ and $w$, which define a region in the composite space of $(x, w)$. The $W$-feasible region of $MODE$ is precisely the projection of this region onto the $x$-plane. This projection is computed in [76].
by using standard techniques for identifying candidate silhouette curves (e.g. [19, p. 102]), which results in a planar arrangement of cells. Finally, $S(W)$ is obtained by subtracting the $W$-feasible of all contact modes from the robust equilibrium region $R_{FF}(W)$, whose computation is detailed in chapter 2. A robust persistent equilibrium region $P(W)$ of center-of-mass locations guaranteeing persistent equilibrium for any $w \in W$ can be computed by a similar procedure. However, this computation is not discussed further in this chapter.

4.6.3 Frictional dynamics in three dimensions

We now briefly discuss the dynamics of mechanical systems with frictional contacts in 3D. Let $q$ denote the configuration of an $n$ degrees-of-freedom mechanical system with $k$ contacts in 3D. Recall that each contact $x_i$ is assigned a frame $(s_i, t_i, n_i)$ such that $n_i$ is the contact normal and $s_i, t_i$ are unit tangents to the contact. The system’s equation of motion is given by Eq. (4.1), where the contact forces $f_i \in \mathbb{R}^3$ are constrained to lie within their quadratic friction cones $C_i$, whose definition is given in Eq. (3.3) in Chapter 3. At a given instant, where $(q, \dot{q})$ are known, the dynamic solution for $\ddot{q}$ and contact forces $f_i$ in (4.1) requires additional constraints associated with a chosen contact mode. There are only three possible interactions at a single contact in 3D, which are separation, rolling, and sliding. Coulomb’s friction model states that contact force at a sliding contact point lies at the boundary of its friction cone. Furthermore, the direction of the contact force at a sliding contact point is determined such that the tangential component of the contact force opposes the tangential velocity at the corresponding contact point. This principle is known as the \textit{maximum dissipation principle}, and in the 2D case it reduces to simply determining the sign of the force’s tangential component. The kinematic and force constraints
for each contact mode in 3D are summarized in Table 4.3. A key observation is that each contact mode contribute three scalar equality constraints. Using the relation $v_i = J_i(q)\dot{q}$ and its time derivative, the equation of motion (4.1) augmented with the constraints of a particular $k$-contact mode give $n + 3k$ equations in the unknowns $\ddot{q}, f_i$. Note that in case of fixed (rolling) or separating contacts, the equations are linear in $\ddot{q}, f_i$. Consider now a $k$-contact mode associated with sliding at a contact $x_i$. If the given contact velocity $v_i$ is nonzero, the direction $u_i$ of the contact force $f_i$ is uniquely determined by its two equality constraints, while only its magnitude $\lambda_i$ is unknown. Since for a given $u_i$, $\lambda_i$ appears linearly in the equation of motion and contact constraints, they can be reformulated as a linear system. However, when the instantaneous contact velocity $v_i$ is zero, the situation is more complicated. The time-derivative of the constraint $(f_i - (n_i \cdot f_i)n_i)||v_i$ is a linear constraint in $\ddot{q}$ and $f_i$. Since the acceleration $a_i$ is unknown, the direction of $f_i$ is unknown. Thus, the constraint $f_i \in \text{bdy}(C_i)$ is quadratic in $f_i$. Recall that evaluation of strong equilibrium configurations require computation of the instantaneous dynamic solution associated with each contact mode at zero velocity. Thus, the dynamics associated with a $k$-contact mode with $n_s$ sliding contacts gives a polynomial system of total degree $2^r$ in the unknowns $\ddot{q}, f_i$, posing major technical difficulties in computing the solution for large values of $n_s$. Moreover, unlike the planar case, a single contact mode that involves sliding can have multiple dynamic solutions. Under these observations, the strong equilibrium region cannot be formulated in closed form even for the minimal number of three contacts. However, approximate solutions can be obtained by replacing the friction cone boundaries by polyhedral facets, which ”linearize” the dynamics of sliding contacts. This approach was used in [86] to formulate the dynamics as a linear complementarity problem. However, the implementation of this approach for
approximating the center-of-mass strong and persistent equilibrium regions in 3D is still an open problem.
Chapter 5

Hybrid Dynamics of Planar Mechanical Contact Systems

This chapter analyzes the impulsive hybrid dynamics of planar mechanical contact systems. In particular, we focus on the case of a planar rigid body $\mathcal{B}$ supported by two frictional contacts. The structure of this chapter is as follows. Section 5.1 defines the basic terminology of impulsive hybrid dynamical systems, which combine phases of continuous motion with discrete events of collisions. We then use the classical example of a bouncing ball to demonstrate the phenomenon of Zeno limit point at which the system’s dynamic solution converges to a contact configuration while experiencing an infinite sequence of collisions in finite time. In section 5.2 we analyze the dynamics of a rigid rod with two contact points on a horizontal floor. We show that there exists an open set of initial conditions for which the rod’s dynamic solution is bouncing motion on a single contact, that converges a single-contact Zeno limit point. Section 5.4 analyzes the clattering motion, which is a dynamic solution involving an infinite sequence of alternating collisions at two contacts, that converges to a double-contact
Zeno limit point. We derive conditions on the system’s parameters guaranteeing that clattering motion is stable, and show that there exists an open set of initial conditions for which the system’s solution converges to clattering motion. Simulation results are shown in Section 5.5. Section 5.6 extends the analysis to symmetric equilibrium stances of a planar symmetric rigid body. Finally, Section 5.7 generalizes to the non-symmetric case, derives the general conditions for clattering stability, and provides a graphical example of the center-of-mass region of clattering stability in a two-contact frictional equilibrium stance.

5.1 Definition of Impulsive Hybrid Dynamical Systems

In this section we define the basic notation of impulsive hybrid dynamical systems for modelling planar multiple-contact mechanical systems. Then we define the notion of dynamic solution for such systems. Finally, we analyze the classical example of a bouncing ball, and demonstrate the key concept of dynamic solution that converges to a Zeno limit point.

5.1.1 Basic terminology

Let \( Q \) denote the \( n \)-dimensional configuration space of a mechanical system with \( m \) contacts, and let \((q, \dot{q})\) denote the dynamical system’s state, composed of the system’s configuration and velocity. The contacts are represented by \( m \) unilateral constraints of the form \( h_i(q) \geq 0 \), where \( h_i : Q \rightarrow \mathbb{R} \) are smooth functions. We assume that the sets defined by \( S_i = \{q : h_i(q) = 0\} \) are smooth manifolds. Finally, let \( \mathcal{F} \) denote the
space of of contact-free states, defined by \( \mathcal{F} = \{(q, \dot{q}) : h_i(q) > 0 \text{ for } i = 1 \ldots k\} \). For contact-free states, the system’s dynamics is governed by the equation of motion

\[
M(q)\ddot{q} + B(q, \dot{q}) + G(q) = 0, \quad (5.1)
\]

where \( M(q) \) is the positive-definite inertia matrix, \( B(q, \dot{q}) \) is the vector of velocity-dependent generalized forces, and \( G(q) \) is the vector of gravitational terms. When the system reaches a contact with a non-zero approach velocity, a collision occurs. This condition on the system’s state can be formulated as \( (q, \dot{q}) \in G_i \), where \( G_i = \{(q, \dot{q}) : h_i(q) = 0 \text{ and } \dot{q} \cdot N_i(q) < 0\} \), for \( i = 1 \ldots m \), and \( N_i(q) = \nabla_q h_i(q) \). The collision is modelled as a discrete event of discontinuous jump in the system’s state. This jump is described by a set of reset maps \( R_i : G_i \to TQ \), for \( i = 1 \ldots k \), that takes the system’s pre-collision state \( (q^-, \dot{q}^-) \) to a post-collision state \( (q^+, \dot{q}^+) = R_i(q^-, \dot{q}^-) \). A hybrid system with unilateral constraints is fully defined by its contact-free equation of motion (5.1), its unilateral constraints \( h_i(q) \) representing the contacts, and its reset maps \( R_i \) describing the interaction at collisions. A dynamic solution of an impulsive hybrid dynamical system for a given initial state \( (q(0), \dot{q}(0)) \) consists of a piecewise-smooth function \( q(t) \) and an ordered set of collision times \( T = \{t_1, t_2, \ldots\} \), which may be a finite of infinite set. Between collision times \( t \in (t_j, t_{j+1}) \), the system’s state \( (q(t), \dot{q}(t)) \) satisfies the equation of free motion (5.1). At any collision time \( t_j \in T \), the system’s state satisfies \( (q(t_j), \dot{q}(t_j)) \in G_i \) for some \( i \in \{1 \ldots m\} \), corresponding to a collision at the \( i \)-th contact. At each collision time, a discontinuous jump in the system’s state occurs, which is determined by the reset map as \( (q(t_j^+), \dot{q}(t_j^+)) = R_i(q(t_j^-), \dot{q}(t_j^-)) \). In application of mechanical systems with intermittent contact, the reset maps describe the effect of an instantaneous impact acting at the contacts.
5.1.2 Modelling impact in rigid-body collisions

We now briefly overview some basic notions of rigid body impact, which are used to define the reset maps. When two bodies collide, they interact during a short period of time, and the evolving contact forces are coupled with local deformations at the vicinity of the contacts, depending on the stiffness of the two bodies. When the stiffness of the bodies is high, they are commonly idealized as perfectly rigid, and the interaction during collision is lumped to an infinitesimally short period of time, as follows. The interacting contact forces are modelled as an impulsive force $f_i$ acting at the contact point $x_i$. During the collision interaction, the contact force $f_i$ is dominating over all other forces, and the equation of motion during the collision reduces to $M(q)\ddot{q} = J_i^T(q)f_i$, where $J_i$ is the Jacobian matrix of the contact point’s position $x_i$. Since the duration of collision is considered infinitesimally, $f_i$ is modelled as an impulsive force, causing a discontinuous change in the velocity $\dot{q}$, while the configuration $q$ is assumed to remain unchanged. The impulse is defined as $P_i = \int f_i dt$. The relation between the impulse and the velocity change $\Delta\dot{q}$ at a contact configuration $q_0$ is thus given by

$$M(q_0)\Delta\dot{q} = J_i^T(q_0)P_i.$$ (5.2)

Since the velocity of the contact point $x_i$ satisfies $v_i = J\dot{q}$, the change in $v_i$ due to the impact is given by $\Delta v_i = J_i(q_0)M(q_0)J_i^T(q_0)P_i$. Therefore, a physically realistic reset map $R_i$ can be obtained by choosing a collision law, which defines a relation between the pre-collision contact velocity $v_i$ and the impact $P_i$. In this work we will be using a simple collision law, based on normal impact with normal restitution. This collision law assumes that the impulse $P_i$ acts at the contact point in the normal direction. The magnitude of the impulse is determined such that the change in the
normal velocity at the contact, defined by \( v^n_i = \dot{q} \cdot N_i(q) \), satisfies
\[
v^n_i(t^+) = -ev^n_i(t^-),
\]
where \( t^- \) and \( t^+ \) are, respectively, the pre-collision and post collision instants. This law uses a single scalar parameter, named \textit{coefficient of normal restitution} \( e \in [0, 1] \), representing the degree of energy dissipation during the collision. The corresponding reset maps \( R_i \) are formulated as ([1])
\[
R_i(q, \dot{q}) = (q, A_i(q)\dot{q}),
\]
where \( A_i(q) = I - \frac{1 + e}{N_i(q)^T M^{-1}(q) N_i(q)} M^{-1}(q) N_i(q) N_i(q)^T, \) (5.3)
and \( I \) is the \( n \times n \) identity matrix. This law amounts to a linear relationship between the pre- and post- collision velocities, which is given by \( \dot{q}_i(t^+) = A_i(q)\dot{q}(t^-) \), where \( q \) is the configuration at collision. Examples of more complicated collision laws that account for friction at the contacts can be found in [21],[117],[108]. In the rest of this work, we assume that \( 0 < e < 1 \), and exclude the two limiting cases of perfectly plastic and perfectly elastic collisions.

5.1.3 Coordinate transformation and linearization

Suppose that we define an alternative set of coordinates, demoted \( q' \). The equation of motion (5.1) and the collision law (5.3) can now be expressed in \( q' \) as follows. The velocities \( \dot{q} \) and \( \dot{q}' \) are related by the linear transformation \( \dot{q}' = J(q)\dot{q} \), where \( J(q) = \frac{\partial q'}{\partial q} \) denotes the Jacobian matrix. Differentiating this relation and substituting into the equation of motion (5.1) gives the equation of motion expressed in \( q' \):
\[
\ddot{q}' - \dot{J}(q)J^{-1}(q)\dot{q}' + J(q)M^{-1}(q)(B(q, \dot{q}) + G(q)) = 0.
\] (5.4)
The reset maps (5.3) can now be expressed in \( \dot{q}' \) as
\[
\dot{q}'(t^+) = A'_i(q)\dot{q}'(t^-), \quad \text{where} \quad A'_i(q) = J(q)A_i(q)J^{-1}(q), \quad i = 1 \ldots m.
\] (5.5)
Assuming now that the dynamic solution of the system stays in the neighborhood of a configuration $q_0$, the linearized equation of motion is given by

$$\ddot{q}' - \dot{J}(q_0)J^{-1}(q_0)q' + J(q_0)M^{-1}(q_0)(B(q_0, \dot{q}) + G(q_0)) = 0,$$

and the linearized reset maps are given by $\dot{q}'(t^+) = A'_i(q_0)\dot{q}'(t^-)$.

### 5.1.4 The bouncing ball example and Zeno limit point

The classical example of a bouncing ball was widely explored in the literature (e.g. [2],[121],[112]) as an example of Zeno behavior in hybrid dynamical systems. Consider a ball modeled as a point mass $m$ bouncing on a horizontal floor in planar gravitational field (Fig. 5.1(a)). The system’s configuration is the position of the ball $q = (x, y)$. The contact-free dynamics of the system is given by

$$\begin{bmatrix} m & 0 \\ 0 & m \end{bmatrix} \begin{bmatrix} \ddot{x} \\ \ddot{y} \end{bmatrix} = \begin{bmatrix} 0 \\ -mg \end{bmatrix},$$

where $g > 0$ is the acceleration of gravity. The contact is represented by a single constraint $h_1(q) = y \geq 0$. Using the frictionless impact model with coefficient of normal restitution $e$, the reset map is given by $R_1(q, \dot{q}) = (q, (-e\dot{y}, \dot{x}))$. We now analyze the dynamic solution of the impulsive hybrid dynamical system of the bouncing ball, for given initial conditions $q(0) = (y_0, x_0)$ and $\dot{q}(0) = (v_{y0}, v_{x0})$. One of the most common techniques for analysis of hybrid dynamical systems is the Poincaré Map [34],[70], which is based on sampling the dynamic solution $q(t), \dot{q}(t)$ on specific times, which are naturally chosen as the collision times. The Poincaré Map induces a discrete-time dynamics, associated with the system’s state at collision times. We now demonstrate the Poincaré Map technique on the classical bouncing ball example. Integrating the ball’s equation of motion, the time of first collision with the floor can be computed.
as \( t_1 = \frac{v_{y0} + \sqrt{v_{y0}^2 + 2gy_0}}{g} \), with hitting velocity of \( \dot{y}(t_1^-) = -\sqrt{v_{y0}^2 + 2gy_0} \). After the first collision, a new free-flight phase starts with the initial vertical velocity given by \( \dot{y}(t_1^+) = -e\dot{y}(t_1^-) \), while the horizontal velocity \( v_x \) remains unchanged. Integrating the flight motion similarly for the next flight phases, it can be shown that the post-collision vertical velocity is governed by the discrete-time dynamic equation \( \dot{y}(t_k^+) = e\dot{y}(t_k^-) \).

The solution of this discrete system is given by \( \dot{y}(t_k^+) = e^k \sqrt{v_{y0}^2 + 2gy_0} \). Hence for any \( e < 1 \) this discrete-time dynamics is stable, and the sequence of collision velocities asymptotically converges to zero. Furthermore, it can be shown that the bouncing is completed in finite time, as follows. Let us denote \( \tau_k = t_k - t_{k-1} \) as the time difference between two consecutive collisions. Integrating the flight equation between two collisions, \( \tau_k \) can be computed as \( \tau_k = \frac{2\dot{y}(t_k^-)}{g} \). The total time of the collisions sequence is \( t_\infty = t_1 + \sum_{k=1}^{\infty} \frac{2\dot{y}(t_k^-)}{g} = \frac{v_{y0}}{g} + \frac{1+e}{1-e} \sqrt{v_{y0}^2 + 2gy_0} \). This is precisely the Zeno behavior, describing a dynamic solution with infinite number of collisions, that is completed in finite time. The set \( \{(q, \dot{q}) : h_1(q) = 0 \text{ and } \eta_1(q) \cdot \dot{q} = 0\} \) is denoted a Zeno limit set, to which the system’s state converges in finite time \( t_\infty \), while recovering the contact. Note that the solution of the impulsive hybrid dynamical system is not defined past the Zeno time \( t_\infty \). However, physical consideration suggest that the system’s solution should be concatenated with a solution of a constrained mechanical system that maintains the recovered contact, whose initial conditions are determined by the system’s state at the Zeno time \( t_\infty \) [3]. In the bouncing ball example, note that the ball’s horizontal motion is unaffected by the collisions. Thus, after the bouncing motion ceases and contact is recovered at \( t = t_\infty \), the ball starts sliding horizontally with new initial conditions, given by \( x(t_\infty) = x_0 + v_x t_\infty \) and \( \dot{x}(t_\infty) = v_x \), while the contact is maintained.
5.2 The Symmetric Horizontal Rod Example

In this section we analyze the planar example of a symmetric rod flying above a horizontal floor under gravity. First we formulate the rod’s linearized equations of motion as an impulsive hybrid dynamical system. Then we show that the motion of the rod is governed by two qualitatively different modes. The first mode is the bouncing motion, at which the rod possesses an infinite sequence of collisions at a single contact. The second mode is the clattering motion, at which the rod possesses an infinite sequence of alternating collisions at both contacts.

5.2.1 Formulation of the linearized hybrid system

Consider a thin rigid rod on a horizontal floor in a planar gravitational field. The mass of the rod is $m$ and its length is $2L$. The mass of the rod is distributed symmetrically about its center such that its moment of inertia is $m\rho^2$, where $\rho$ is the radius of gyration. The configuration of the rod is given by $q = (x, y, \theta)$, where $(x, y)$ is the position of the rod’s center-of-mass, and $\theta$ is its angle about the horizontal direction.
(Fig 5.1(b)). The rod’s equation of free motion is given by

\[
\begin{pmatrix}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & mρ^2
\end{pmatrix}
\begin{pmatrix}
\ddot{x} \\
\ddot{y} \\
\ddot{θ}
\end{pmatrix} =
\begin{pmatrix}
0 \\
-mg \\
0
\end{pmatrix}.
\]  
(5.7)

We assume that the rod makes contact with the ground only by its two endpoints \(x_1\) and \(x_2\). The contact constraints are thus given by

\[
h_1(q) = y - L \sin \theta \geq 0, \text{ and } h_2(q) = y + L \sin \theta \geq 0,
\]
(5.8)

where \(h_i\) is the height of the endpoint \(x_i, i = 1, 2\) above the floor (Fig. 5.1b). We now make a natural choice of an alternative coordinate set, given by \(q' = (h_1, h_2, x)\), with its velocity denoted by \(\dot{q}' = (v_1, v_2, v_x)\). The Jacobian matrix that satisfies the relation \(\dot{q}' = J\dot{q}\) is given by

\[
J =
\begin{pmatrix}
0 & 1 & -L \cos \theta \\
0 & 1 & L \cos \theta \\
1 & 0 & 0
\end{pmatrix}.
\]

At the configuration \(q_0 = \bar{0}\) the rod lies horizontally on the floor. We assume that the rod’s motion stays within a small neighborhood of \(q_0\) such that the angle \(θ\) is small \(|θ| \ll 1\). The equation of motion (5.7) can now be expressed in \(q'\) as shown in (5.4), and linearized about \(q_0\) as described in (5.6). The resulting linearized equation of motion expressed in \(q'\) is given by

\[
\begin{pmatrix}
\dddot{h}_1 \\
\dddot{h}_2 \\
\dddot{x}
\end{pmatrix} =
\begin{pmatrix}
-g \\
-g \\
0
\end{pmatrix}.
\]  
(5.9)

112
Note that the centripetal accelerations that depend on $\omega^2$ vanish at $q = q_0$. The collision laws (5.3) can be expressed in $\dot{q}'$ as described in (5.5). Evaluation at $q = q_0$ gives the linearized collision laws

$$\dot{q}'(t^+) = A'_i \dot{q}'(t^-), \quad i = 1, 2,$$

where

$$A'_1 = \begin{pmatrix} -e & 0 & 0 \\ (1 + e)\psi & 1 & 0 \end{pmatrix}, \quad A'_2 = \begin{pmatrix} 1 & (1 + e)\psi & 0 \\ 0 & -e & 0 \end{pmatrix}, \quad \psi = \frac{L^2 - \rho^2}{L^2 + \rho^2}. \quad (5.10)$$

The nondimensional parameter $\psi$ (denoted $q$ in [30]) encompasses the mass distribution of the rod as follows. For $\psi = 1$ the rod’s mass is concentrated at its center. For $\psi = 0.5$ the rod’s mass is uniformly distributed. For $\psi = 0$ the rod’s mass is concentrated at its endpoints. In the following analysis we show that the pair $(e, \psi)$ has a crucial influence on the motion of the rod. Moreover, we show that the motion of the rod is dominated by two qualitatively different modes, namely, the bouncing motion and the clattering motion. For simplicity, we assume that at $t = 0$, the rod starts from rest $\dot{q}(0) = \vec{0}$, and is given a small perturbation in its initial configuration $q(0)$.

5.3 Bouncing Motion of the Rod

The bouncing motion occurs when the rod possesses an infinite (Zeno) sequence of collisions at one of its endpoints while the other endpoint remains contact-free. We now analyze the linearized dynamics of bouncing and derive conditions on the initial states that converge to bouncing motion. Assume that the rod possesses bouncing motion at $x_1$, and consider the motion of $h_1(t)$. The equation of free motion for $h_1$ is $\ddot{h}_1 = -g$. At a collision time $t_k$ the reset map (5.10) implies that $v_1(t^+_k) = -ev_1(t^-_k)$.
Therefore, the motion of \( h_1(t) \) is identical to the motion of a bouncing ball, and results in a Zeno sequence that depends only on the initial conditions \( h_1(0), v_1(0) \). However, in order to guarantee that bouncing at \( x_1 \) will actually occur, the rod’s other endpoint \( x_2 \) must not establish contact during the whole bouncing time. The motion of the second endpoint \( h_2(t) \) is coupled with the motion of \( h_1(t) \), and depends on initial conditions and on the non-dimensional parameters \((e, \psi)\). The following theorem establishes the conditions on the system’s initial configuration for which bouncing will occur, converging to a single-contact Zeno limit point.

**Theorem 7** Consider the linearized hybrid dynamics of the horizontal rod, with the initial configuration \( q'(0) = (h_{10}, h_{20}, x_0) \), \( \dot{q}'(0) = \ddot{0} \), such that \( h_{10} < h_{20} \). Then the dynamic solution corresponds to bouncing motion on \( x_1 \) and converges to a single-contact Zeno limit point if and only if the initial configuration satisfies the condition given by

\[
h_{20} \geq \left( 1 + \frac{4e(1 + \psi)}{(1 - e)^2} \right) h_{10}
\]

(5.11)

It is important to note here that the Zeno limit point corresponds to recovering a single contact, but it is not a equilibrium point of the physical system. This means that at \( t = t_\infty \) the rod has nonzero velocity, and may even have nonzero sliding velocity at the recovered contact. Note, too, that when \( h_{10} > h_{20}, \) the condition for bouncing on \( x_2 \) to a Zeno limit point can be similarly obtained by exchanging the indices in (5.11).

**Proof:** Assuming that \( h_{10} < h_{20} \), the rod first collides with \( x_1 \) at time \( t_1 = \sqrt{2h_{10}/g} \). When bouncing on \( x_1 \), the solution of \( v_1(t) \) is identical to the bouncing ball motion, and is given by \( v_1(t_k^+) = v_0 e^k \), where \( v_0 = \sqrt{2gh_{10}} \). The time-difference between two consecutive collisions is given by \( \tau_k = t_k - t_{k-1} = \frac{2v_1(t_{k-1}^+)}{g} \). We now
analyze the motion of the second endpoint $x_2$. After the first collision with $x_1$, the velocity of $x_2$ is given by $v_2(t_1^+) = -(\psi(1+e) + 1)v_0$. At the following collisions, $v_2$ satisfies

$$v_2(t_{k+1}^+) = v_2(t_{k+1}^-) + \psi(1+e)v_1(t_{k+1}^-) = v_2(t_k^+) - g\tau_{k+1} - \psi(1+e)v_1(t_k^+)$$

The sequence of velocities $v_2$ is thus formulated by

$$v_2(t_k^+) = v_2(t_1^+) - \sum_{j=1}^{k-1} (2+(1+e)\psi)v_1(t_j^+) = -\left(1 + (1+e)\psi + (2 + (1+e)\psi)\frac{e}{1-e}(1 - e^{k-1})\right)v_0.$$

At the first collision time the height $h_2$ is given by $h_2(t_1) = h_{20} - h_{10}$. At the following collision times, $h_2$ satisfies

$$h_2(t_{k+1}) = h_2(t_k) + v_2(t_k^+)\tau_{k+1} - \frac{1}{2}g\tau_{k+1}^2 = h_2(t_k) + \frac{2}{g}v_1(t_k^+) (v_2(t_k^+) - v_1(t_k^+)).$$

The sequence of $h_2$ at collision times is thus formulated by

$$h_2(t_k) = h_2(t_1) + \frac{2}{g} \sum_{j=1}^{k-1} v_1(t_j^+) (v_2(t_j^+) - v_1(t_j^+)) = h_{20} + \left(4\frac{e^k(1+e) - e^{2k} - e}{(1-e)^2(1+\psi) - 1}\right)h_{10}.$$

The bouncing motion on $x_1$ is completed without colliding at $x_2$ if the limit value of $h_2$ satisfies $h_2(t_{\infty}) \geq 0$, which is the condition given in (5.11). □

Consider now the plane of initial conditions $(h_{10}, h_{20})$, where only its first quadrant $h_{10}, h_{20} \geq 0$ is physically permissible. Theorem 7 can be interpreted graphically as definition of regions in $(h_{10}, h_{20})$ plane for which the solution of the rod’s hybrid system corresponds to bouncing motion on a single contact that converges to a Zeno limit point. These regions are the planar sectors formulated in (5.11) with possible exchange of indices, and are illustrated in Figure 5.2. Note that when the initial conditions lie outside of these regions, the dynamic solution involves collisions at both contacts, whose analysis is more difficult. In the next section we focus on the
special case of *clattering motion*, on which the rod possesses an infinite sequence of alternating collisions at both contacts.

### 5.4 Clattering Motion of the Rod

The clattering motion occurs when the rod possesses an infinite sequence of alternating collisions at both contacts. When analyzing the clattering motions, two different conditions must be checked:

1. Clattering persistence - the alternating order of collisions is maintained during the whole sequence of collisions.

2. Clattering convergence - the solution converges to a Zeno limit point at which the two contacts are recovered in finite time.
Clattering motion is then termed as stable clattering if both conditions, of persistence and convergence, are met. Our analysis of clattering motion is strongly based on works by Goyal et. al. [30],[31]. We start by reviewing the analysis of Goyal, which derives conditions for stability of clattering motion under the simplifying assumption of zero gravity. Then we extend Goyal’s assumption, analyze the dynamics of clattering with nonzero gravity, and derive general conditions on clattering stability. Finally, we derive condition on the initial configuration for which the rod will enter clattering mode and converge to a two-contact Zeno limit point.

5.4.1 Clattering motion with zero gravity

We now review Goyal’s analysis of clattering motion under the simplifying assumption of zero gravity. Under this assumption, during the free-flight phase formulated in (5.9) the velocities \( \dot{q}'(t) \) remain constant, and change only at the instants of collisions. Thus the rod’s linearized dynamics is governed only by the impact equations, and can be formulated as a discrete-time linear system in the post-collision velocities, as follows. Let us define \( \mathbf{v}_k = [v_1(t_k^+) \ v_2(t_k^+)v_x(t_k^+)]^T \) for \( k > 0 \), where by convention, we denote \( \mathbf{v}_0 = [v_1(t_1^-) \ v_2(t_1^-)v_x(t_1^-)]^T \). Without loss of generality, we further assume that the collisions at endpoint \( x_1 \) occur on times \( t_k \) for odd \( k \), and collisions at \( x_2 \) occur on times \( t_k \) for even \( k \). Using the reset maps (5.10) the discrete-time dynamics of \( \mathbf{v}_k \) is formulated as:

\[
\mathbf{v}_{k+1} = \begin{cases} 
A_1'\mathbf{v}_k & \text{if } k \text{ is odd} \\
A_2'\mathbf{v}_k & \text{if } k \text{ is even.}
\end{cases}
\] (5.12)
Due to symmetry, $A'_1$ and $A'_2$ satisfy the relation

$$A'_1 = PA'_2P \text{ and } A'_2 = PA'_1P,$$

where $P = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}$.

Note that the matrix $P$ acts as an “index exchange operator” that corresponds to interchanging the rod’s endpoints. The discrete-time solution of (5.12) is given by

$$v_k = \begin{cases} P(PA'_1)^k v_0 & \text{if } k \text{ is odd} \\ (PA'_1)^k v_0 & \text{if } k \text{ is even} \end{cases}$$

The stability of clattering motion is thus dominated by the eigenvalues of the matrix $PA'_i$, which are given by

$$\lambda_{1,2} = \frac{\psi(1+e) \pm \sqrt{\psi^2(1+e)^2 - 4e^2}}{2}, \quad \lambda_3 = 1.$$  

In the classical stability theory of linear systems, a linear discrete system is asymptotically stable if all its corresponding eigenvalues satisfy $|\lambda_i| < 1$. Therefore, the third eigenvalue $\lambda_3 = 1$ indicates that the pre-linearized system might be unstable. However, the eigenvector corresponding to $\lambda_3$ is $[0 \ 0 \ 1]^T$, which is associated with the evolution of $v_x$. It can be shown that the motion of $v_1$ and $v_2$ is completely uncoupled from the motion of $v_x$, even when considering the pre-linearized dynamics with nonzero gravity. The physical reason for this uncoupling is that gravity during the flight phases, as well as the impulsive forces at frictionless collisions, are perpendicular to the horizontal direction of $v_x$, which remains constant during the motion. The motion of $v_1$ and $v_2$ is thus characterized only by a subsystem of (5.12), associated with the eigenvalues $\lambda_{1,2}$, which are given in (5.14) as a function of the two nondimensional parameters $(e, \psi)$. It can be shown that for $e, \psi \in (0, 1)$, the eigenvalues automatically satisfy $|\lambda_{1,2}| < 1$, thus clattering convergence is guaranteed. In the absence of
gravity, the condition for clattering persistence reduces to the requirement that after a collision at one endpoint, the velocity of the opposing endpoint is negative. This condition can be formulated as

\[ v_2(t_k^+) < 0 \quad k \text{ is odd} \]
\[ v_2(t_k^+) < 0 \quad k \text{ is even}. \]

Goyal et. al. have shown that this condition is met for all \( k > 0 \) iff the eigenvalues \( \lambda_{1,2} \) are positive real scalars. This is Goyal’s condition for clattering stability in the absence of gravity, which is formulated in terms of the parameters \((e, \psi)\) as

\[ \psi > \frac{2\sqrt{e}}{1 + e}. \]  

\[ (5.15) \]

### 5.4.2 Clattering motion with nonzero gravity

We now formulate the Poincaré map of clattering with nonzero gravity as a nonlinear discrete-time dynamical system. Instead of using the indices \( \{1, 2\} \), we will use the alternating indices \( \{a, b\} \), where \( a \) is the index of the rod’s colliding endpoint, and \( b \) is the index of the free-flying endpoint at time \( t_k \). Thus, assuming that collisions at \( x_1 \) occur on times \( t_k \) with odd \( k \), one gets that \( a = 1, b = 2 \) for odd \( k \) and \( a = 2, b = 1 \) for even \( k \). Let us denote \( v_{ak} = v_a(t_k^+), v_{bk} = v_b(t_k^+), h_{ak} = h_a(t_k^+), h_{bk} = h_b(t_k^+) \). Note that by definition, \( h_{ak} = 0 \) for all \( k \). After a collision at \( x_a \) on time \( t_k \), integrating the linearized dynamics (5.9) for the free-flight phase gives \( h_i(\tau) = h_{ik} + v_{ik}\tau - g\tau^2/2 \) for \( i = 1, 2 \), where \( \tau = t - t_k \). The time to the next collision at the endpoint \( x_b \) is thus given by \( \tau_{bk} = (v_{bk} + \sqrt{v_{bk}^2 + 2gh_{bk}})/g \). The next collision time is thus given by \( t_{k+1} = t_k + \tau_{bk} \), and the pre-collision velocities are \( v_i(t_{k+1}) = v_{ik} - g\tau_{bk} \) for \( i = 1, 2 \).

The post-collision velocities at time \( t_{k+1}^+ \) are determined in terms of the pre-collision velocities according to the linearized reset maps (5.10). Finally, interchanging the
indices \( a \) and \( b \) at time \( t_{k+1}^{+} \) completes a full cycle of the discrete-time system, and the Poincaré map of clattering motion is then given by

\[
\begin{align*}
    v_{a,k+1} &= e\sqrt{v_{bk}^2 + 2gh_{bk}} \\
    v_{b,k+1} &= v_{ak} - v_{bk} - (\psi(1 + e) + 1)\sqrt{v_{bk}^2 + 2gh_{bk}} \\
    h_{a,k+1} &= 0 \\
    h_{b,k+1} &= v_{ak}\tau_{bk} - g\tau_{bk}^2/2 ,
\end{align*}
\]

(5.16)

The condition for clattering persistence (i.e. maintain the alternating order of the collisions) is \( \tau_{bk} < \tau_{ak} \) for all \( k \), where \( \tau_{ak} = 2v_{ak}/g \) is the time to a repeating collision at \( x_a \) after its collision on time \( t_k \). The persistence condition can be formulated as

\[
\eta_k < 1 \text{ for all } k \geq 1, \text{ where } \eta_k = \frac{v_{bk} + \sqrt{v_{bk}^2 + 2gh_{bk}}}{2v_{ak}}.
\]

(5.17)

Note that (5.16) is a nonlinear discrete-time dynamics, whose right-hand side is not differentiable at \( v_{ak} = v_{bk} = h_{ak} = h_{bk} = 0 \), which is our point of interest. Therefore, its stability properties cannot be checked by conventional linearization. In order to cope with this difficulty, we will generalize Goyal’s assumption, as follows. Let us define the ratio \( \epsilon_k = \frac{2gh_{bk}}{v_{bk}^2} \), and assume that it satisfies \( \epsilon_k \ll 1 \) for all \( k \). Moreover, we assume that \( \epsilon_k \to 0 \) as \( k \to \infty \). The physical meaning of this assumption is that on collision times \( t_k \), the height \( h_{bk} \) of the free-flying endpoint \( x_b \) is sufficiently small compared to its approach velocity \( v_{bk} \), such that the change in the velocities \( v_a, v_b \) during the flight phase due to gravity is negligible (Note that Goyal’s assumption of zero gravity implies that \( \epsilon_k = 0 \) for all \( k \)). Using the definition of \( \epsilon_k \), the Poincaré map
(5.16) can be rewritten as

\[
\begin{align*}
v_{a,k+1} &= -ev_{bk}\sqrt{1+\epsilon_k} \\
v_{b,k+1} &= v_{ak} + \psi(1+e)v_{bk} + (\psi(1+e) + 1)(\sqrt{1+\epsilon_k} - 1)v_{bk} \\
h_{a,k+1} &= 0 \\
h_{b,k+1} &= v_{ak}\tau_{bk} - g\tau_{bk}^2/2,
\end{align*}
\]

and the discrete-time evolution of \(\epsilon_k\) is given by

\[
\epsilon_{k+1} = \frac{|v_{bk}|v_{ak}}{|v_{b,k+1}|^2} \left(2(\sqrt{1+\epsilon_k} - 1) - (\sqrt{1+\epsilon_k} - 1)^2\right).
\]

In order to examine the validity of our assumption, we now formulate the dynamics assuming that \(\epsilon_k \ll 1\), and check if the discrete-time evolution of \(\epsilon_k\) implies that it converges to zero. Let \(\tilde{v}_{ik}, \tilde{h}_{ik}\) denote the dynamic solution of \(v_{ik}, h_{ik}\) in (5.18) for \(k \geq 1, i = 1, 2\), assuming that \(\epsilon_k \ll 1\). Assigning \(\epsilon_k \to 0\) in (5.18), the dynamics of \(\tilde{v}_{ik}, \tilde{h}_{ik}\) is given by

\[
\begin{align*}
\tilde{v}_{a,k+1} &= -e\tilde{v}_{bk} \\
\tilde{v}_{b,k+1} &= \tilde{v}_{ak} + \psi(1+e)\tilde{v}_{bk} \\
\tilde{h}_{a,k+1} &= 0 \\
\tilde{h}_{b,k+1} &= \tilde{v}_{ak}\tilde{\tau}_{bk}, \text{ where } \tilde{\tau}_{bk} = \frac{h_{bk}}{|v_{bk}|} \cdot \frac{2(\sqrt{1+\epsilon_k} - 1)}{\epsilon_k},
\end{align*}
\]

Using first-order Taylor series expansion of (5.19) about \(\epsilon_k = 0\), the linearized dynamics of \(\epsilon_k\) is given by

\[
\epsilon_{k+1} = \frac{|\tilde{v}_{bk}|\tilde{v}_{ak}}{|\tilde{v}_{b,k+1}|^2} \epsilon_k = e \frac{|\tilde{v}_{bk}|}{|\tilde{v}_{b,k+1}|^2} \epsilon_{k-1} \epsilon_k,
\]

where \(\epsilon_k\) is defined as \(\epsilon_k = 2g\tilde{h}_{bk}/\tilde{v}_{bk}^2\). Note that the dynamics of \(\tilde{v}_{ak}, \tilde{v}_{bk}\) is identical to the dynamics in (5.12) under Goyal’s assumption of zero gravity. Therefore, their dynamic solution is similar, and can be formulated as

\[
\tilde{v}_{ak} = a_1\lambda_1^k + a_2\lambda_2^k, \quad \tilde{v}_{bk} = b_1\lambda_1^k + b_2\lambda_2^k,
\]
where \( a_1, a_2, b_1, b_2 \in \mathbb{R} \) are determined by initial conditions, and \( \lambda_1, \lambda_2 \) are the eigenvalues given in (5.14). Assuming that \( \lambda_{1,2} \) satisfy Goyal’s stability condition (5.15), they are positive real numbers, hence we choose them such that \( \lambda_2 > \lambda_1 \). Since the initial conditions, which are the pre-collision velocities at \( t_1^- \) satisfy \( \bar{v}_{b0} < 0, \bar{v}_{a0} \leq 0 \), it can be shown that \( b_1 > 0 \) and \( b_2 < 0 \). Substituting (5.22) into (5.21), the dynamics of \( \bar{\epsilon}_k \) can be rewritten as

\[
\bar{\epsilon}_{k+1} = \frac{e}{\lambda_2^3} (1 - \alpha_k)(1 - \beta_k) \bar{\epsilon}_k ,
\]

where \( \alpha_k = -\frac{b_1 \lambda_1^k (\lambda_2 - \lambda_1)}{b_1 \lambda_1^{k+1} + b_2 \lambda_2^{k+1}} \) and \( \beta_k = -\frac{b_1 \lambda_1^{k-1} (\lambda_2^2 - \lambda_1^2)}{b_1 \lambda_1^{k+1} + b_2 \lambda_2^{k+1}} \).

It can be shown that \( 0 < \alpha_k, \beta_k < 1 \) for all \( k \), and that \( \alpha_k, \beta_k \to 0 \) as \( k \to \infty \). This implies that \( \bar{\epsilon}_k \) converges asymptotically to zero if and only if \( e < \lambda_2^3 \). This is a necessary condition for validity of the assumption \( \epsilon_k \to 0 \), which can be formulated in terms of the parameters \( (e, \psi) \) as

\[
\psi > \frac{e^{1/3} + e^{2/3}}{1 + e} .
\]

(5.24)

Note that this condition is more restrictive than the condition given in (5.15) for clattering stability with zero gravity. In the following, we show that the condition given in (5.24) is also a sufficient condition for asymptotic convergence of \( \epsilon_k \) to zero from any initial value of \( \epsilon_1 \), and for clattering stability. The proof will be based on comparing the solution of the dynamical system (5.18) and the solution of the dynamical system (5.20), when both systems start from the same initial conditions at \( k=1 \). The following Lemmas give the relations between the solutions of these two systems.

**Lemma 5.4.1** Let \( h_{ik}, v_{ik} \) be the solution of the dynamical system (5.18), and let \( \bar{h}_{ik}, \bar{v}_{ik} \) be the solution of the dynamical system (5.20) for \( k \geq 1 \) and \( i \in \{a, b\} \), such
that the initial conditions satisfy \( \tilde{h}_{a1} = h_{a1} = 0, \tilde{h}_{b1} = h_{b1} > 0, \bar{v}_{a1} = v_{a1} \geq 0, \bar{v}_{b1} = v_{b1} < 0. \)

Then the following inequalities hold for all \( k \geq 1 \):

1. \( \frac{v_{ab}}{|v_{bk}|} \leq \frac{\bar{v}_{ab}}{|\bar{v}_{bk}|} \)

2. \( v_{ak} \geq \bar{v}_{ak} > 0 \) and \( v_{bk} \leq \bar{v}_{bk} < 0 \)

3. \( \psi(1 + e)|v_{bk}| - v_{ak} \geq \psi(1 + e)|\bar{v}_{bk}| - \bar{v}_{ak} \)

4. \( \left| \frac{v_{ab}}{v_{b,k+1}} \right| \leq \left| \frac{\bar{v}_{ab}}{\bar{v}_{b,k+1}} \right| \)

5. \( \frac{v_{ab}}{|v_{a,k+1}|} \leq \frac{\bar{v}_{ab}}{|\bar{v}_{a,k+1}|} \)

6. \( \frac{v_{ab}}{|v_{a,k+1}|} \leq \frac{\bar{v}_{ab}}{|\bar{v}_{a,k+1}|} \)

**Proof:** Since inequalities 1 to 6 are satisfied as equalities at \( k = 1 \), we assume that they are satisfied for \( k = n \), and prove, by induction, that they are satisfied for \( k = n + 1 \).

1. This condition can be rewritten as \( v_{ak}|\bar{v}_{bk}| - \bar{v}_{ak}|v_{bk}| \leq 0 \). Assigning \( k = n + 1 \) and substituting the dynamics in (5.18) and (5.20) gives

\[
v_{a,n+1}|\bar{v}_{b,n+1}| - \bar{v}_{a,n+1}|v_{b,n+1}| = e|v_{bn}|\sqrt{1 + \epsilon_n}(\bar{v}_{bn} - \psi(1 + e)\bar{v}_{an})
\]

\[
- e|\bar{v}_{bn}|(|v_{bn}|(\psi(1 + e) + (\psi(1 + e) + 1)(\sqrt{1 + \epsilon_n - 1}) - v_{ak})
\]

\[
= -e(\sqrt{1 + \epsilon_n - 1})|v_{bn}|(\bar{v}_{an} + |\bar{v}_{bn}|) + e(v_{an}|\bar{v}_{bn}| - \bar{v}_{an}|v_{bn}),
\]

which is negative, according to the induction hypothesis.

2. Recall that according to the analysis of Goyal et al. [30], the solution of (5.20) satisfies \( \bar{v}_{ak} > 0 \) and \( \bar{v}_{bk} < 0 \) for all \( k \geq 1 \). Let us define \( \Delta_{an} = v_{an} - \bar{v}_{an}, \Delta_{bn} = v_{bn} - \bar{v}_{bn} \). By the induction hypothesis, inequality 2 implies that \( \Delta_{an} \geq 0 \) and
\( \Delta_{bn} \leq 0 \), and inequality 3 implies that \( \Delta_{an} + \psi(1 + e)\Delta_{bn} \leq 0 \). Substituting the dynamics in (5.18) and (5.20), we now formulate \( \Delta_{a,n+1} \) and \( \Delta_{b,n+1} \):

\[
\begin{align*}
\Delta_{a,n+1} &= v_{a,n+1} - \bar{v}_{a,n+1} = -e\Delta_{bn} - e(\sqrt{1 + \epsilon_n} - 1)v_n \\
\Delta_{b,n+1} &= v_{b,n+1} - \bar{v}_{b,n+1} = \Delta_{an} + \psi(1 + e)\Delta_{bn} + (\psi(1 + e) + 1)(\sqrt{1 + \epsilon_n} - 1)v_n,
\end{align*}
\]

and the induction hypothesis implies that \( \Delta_{a,n+1} \geq 0 \) and \( \Delta_{b,n+1} \leq 0 \).

3. This inequality stems directly (without induction) from inequalities 1 and 2, as follows. Let us define \( \alpha = v_{ak}/\bar{v}_{ak} \) for some \( k \). Then inequality 1 implies that \( |v_{bk}| \geq \alpha|\bar{v}_{bk}| \), and inequality 2 implies that \( \alpha \geq 1 \). Therefore, one gets

\[
\psi(1 + e)|v_{bk}| - v_{ak} \geq \alpha(\psi(1 + e)|\bar{v}_{bk}| - \bar{v}_{ak}) \geq \psi(1 + e)|\bar{v}_{bk}| - \bar{v}_{ak}.
\]

4. Under the induction hypothesis, we now prove that \( |\bar{v}_{b,n+1}| \cdot |v_{bn}| - |v_{b,n+1}| \cdot |\bar{v}_{bn}| \leq 0 \). Using the definitions of \( \Delta_{an} \) and \( \Delta_{bn} \), inequality 1 implies that

\[
\Delta_{an}|\bar{v}_{bn}| - |\Delta_{bn}|v_{an} \geq 0.
\]

Using the dynamics (5.18) and (5.20) gives

\[
\begin{align*}
|\bar{v}_{b,n+1}| \cdot |v_{bn}| - |v_{b,n+1}| \cdot |\bar{v}_{bn}| &= |\Delta_{bn}| \cdot |\bar{v}_{b,n+1}| - |\Delta_{b,n+1}| \cdot |\bar{v}_{bn}| \\
&= |\Delta_{bn}|(\psi(1 + e)|\bar{v}_{bn}| - \bar{v}_{an}) - |\bar{v}_{bn}|(|\Delta_{bn}|\psi(1 + e) + |v_{bn}|(\psi(1 + e) + 1)(\sqrt{1 + \epsilon_n} - 1) - \Delta_{an}) \\
&= \Delta_{an}|\bar{v}_{bn}| - |\Delta_{bn}|v_{an} - |\bar{v}_{bn}| \cdot |v_{bn}|(\psi(1 + e) + 1)(\sqrt{1 + \epsilon_n} - 1),
\end{align*}
\]

which, according to (5.25), is non-positive.

5. Under the induction hypothesis, we now prove that \( |\bar{v}_{b,n+1}| \cdot v_{an} - |v_{b,n+1}| \cdot \bar{v}_{an} \leq 0 \). Using the dynamics (5.18) and (5.20) gives

\[
\begin{align*}
|\bar{v}_{b,n+1}| \cdot v_{an} - |v_{b,n+1}| \cdot \bar{v}_{an} &= |\bar{v}_{b,n+1}| \cdot \Delta_{an} - |\Delta_{b,n+1}| \cdot \bar{v}_{an} \\
&= \psi(1 + e)(\Delta_{an}|\bar{v}_{bn}| - |\Delta_{bn}|v_{an}) - \bar{v}_{an} \cdot |v_{bn}|(\psi(1 + e) + 1)(\sqrt{1 + \epsilon_n} - 1),
\end{align*}
\]

which, according to (5.25), is non-positive.
6. Under the induction hypothesis, we now prove that $\bar{v}_{a,n+1}v_{an} - v_{a,n+1}\bar{v}_{an} \leq 0$.

Using the dynamics (5.18) and (5.20) gives

$$\bar{v}_{a,n+1}v_{an} - v_{a,n+1}\bar{v}_{an} = \bar{v}_{a,n+1}\Delta_{an} - \Delta_{a,n+1}\bar{v}_{an}$$

$$= e(\Delta_{an}|\bar{v}_{bn}| - |\Delta_{bn}|v_{an} - (\sqrt{1+\epsilon_n} - 1)|v_{bn}|),$$

which, according to (5.25), is non-positive.

\[ \square \]

The following lemma asserts that under the condition (5.24), clattering motion with gravity maintains persistence, and converges to a two-contact Zeno limit point faster than clattering motion with zero gravity.

**Lemma 5.4.2** Let $h_{ik}, v_{ik}$ be the solution of the dynamical system (5.18), and let $\bar{h}_{ik}, \bar{v}_{ik}$ be the solution of the dynamical system (5.20) for $k \geq 1$ and $i \in \{a, b\}$, such that the initial conditions satisfy $\bar{h}_{a1} = h_{a1} = 0, \bar{h}_{b1} = h_{b1} > 0, \bar{v}_{a1} = v_{a1} \geq 0, \bar{v}_{b1} = v_{b1} < 0$.

Then under the condition (5.24), the following inequalities hold:

1. $\bar{h}_{bk} \leq h_{bk}$ for all $k \geq 1$
2. $\bar{\tau}_{bk} \leq \tau_{bk}$ for all $k \geq 1$
3. $\epsilon_k$ decreases to zero monotonously with $k$
4. $\eta_k$ decreases to zero monotonously with $k$

**Proof:**

1. Using the dynamics (5.18) and (5.20), inequality 1 of Lemma 5.4.1 and the fact that $\epsilon_k \geq 0$ for all $k$ imply that

$$\frac{h_{bk,k+1}}{h_{bk}} \geq \frac{v_{ak}}{|v_{bk}|} \geq \frac{\bar{v}_{ak}}{|\bar{v}_{bk}|} = \frac{\bar{h}_{bk,k+1}}{\bar{h}_{bk}}.$$
Since the initial conditions are \( h_{b1} = \bar{h}_{b1} \), one gets \( h_{bk} = \bar{h}_{bk} \) for all \( k \geq 1 \).

2. Using the dynamics (5.18) and (5.20), the inequalities \( h_{bk} \leq \bar{h}_{bk} \), \( |v_{bk}| \geq |\bar{v}_{bk}| \) and the fact that \( \epsilon_k \geq 0 \) for all \( k \) imply that

\[
\tau_{bk} = \frac{h_{bk}}{|v_{bk}|} \cdot \frac{2(\sqrt{1+\epsilon_k} - 1)}{\epsilon_k} \geq \frac{\bar{h}_{bk}}{|\bar{v}_{bk}|} = \bar{\tau}_{bk}.
\]

3. Condition (5.24) guarantees that \( \bar{\epsilon}_k \) decreases monotonously to zero. Using the dynamics of \( \epsilon_k \) given in (5.19), the inequalities in Lemma 5.4.1 and the fact that \( \epsilon_k \geq 0 \) for all \( k \) imply that

\[
\frac{\epsilon_{k+1}}{\epsilon_k} \leq \frac{|v_{bk}|v_{ak}}{|v_{bk}||v_{a,k+1}|^2} \leq \frac{|\bar{v}_{bk}|\bar{v}_{ak}}{|\bar{v}_{bk}||\bar{v}_{b,k+1}|^2} = \frac{\bar{\epsilon}_{k+1} - \epsilon_k}{\epsilon_k} < 1.
\]

Thus, \( \epsilon_k \) also decreases monotonously to zero.

4. The definition of \( \eta_k \) is given in (5.17). Using the expression of \( \epsilon_{k+1} \) in (5.19) and the inequalities in Lemma 5.4.1, one gets

\[
\frac{\eta_{k+1}}{\eta_k} = \frac{|v_{b,k+1}|v_{ak}}{|v_{bk}||v_{a,k+1}|} \cdot \frac{\sqrt{1+\epsilon_{k+1} - 1}}{(\sqrt{1+\epsilon_{k}-1})\epsilon_{k+1}} \cdot \epsilon_{k+1}
\]

\[
\leq \frac{|v_{b,k+1}|v_{ak}}{|v_{bk}||v_{a,k+1}|} \cdot \frac{\sqrt{1+\epsilon_{k+1} - 1}}{(\sqrt{1+\epsilon_{k}-1})\epsilon_{k+1}} \cdot \frac{|v_{bk}|v_{ak}}{|v_{bk}||v_{b,k+1}|^2} \cdot 2(\sqrt{1+\epsilon_k} - 1)
\]

\[
= \frac{|v_{b,k+1}|v_{ak}}{|v_{bk}||v_{a,k+1}|} \cdot 2\frac{\sqrt{1+\epsilon_{k+1} - 1}}{\epsilon_{k+1}} \leq \frac{\nu_{ak}^2}{\nu_{a,k+1}|v_{b,k+1}|} \leq \frac{\bar{v}_{ak}^2}{\bar{v}_{a,k+1}|\bar{v}_{b,k+1}|}.
\]

Assigning the dynamics (5.20) and its solution (5.22) gives

\[
\frac{\bar{v}_{ak}^2}{\bar{v}_{a,k+1}|\bar{v}_{b,k+1}|} = e^{\frac{|\bar{v}_{b,k-1}^2|}{\bar{v}_{bk}|v_{b,k+1}|}} = e \frac{1 - \lambda_2^k}{\alpha_k} (1 - \beta_k),
\]

where \( \alpha_k, \beta_k \in (0, 1) \) are defined in (5.23). Therefore, condition (5.24) implies that \( \eta_{k+1}/\eta_k < e^{1/\lambda_2} < 1 \) for all \( k \), and thus \( \eta_k \) decreases monotonously to zero.
The following theorem uses the results in Lemmas 5.4.1 and 5.4.1 to establish the conditions on the initial configuration for which clattering motion evolves, and converges to a two-contact Zeno limit point.

**Theorem 8** Consider the linearized hybrid dynamics of the horizontal rod, with the initial configuration $q'(0) = (h_{10}, h_{20}, x_0)$, $\dot{q}'(0) = 0$, such that $h_{10} < h_{20}$. Assume that the parameters $(e, \psi)$ satisfy the condition (5.24). Then if the initial configuration satisfies

$$h_{10} < h_{20} < (1 + 4e(1 + e)(1 + \psi)) h_{10}, \quad (5.26)$$

then the dynamic solution corresponds to clattering motion that converges to a two-contact Zeno limit point in finite time $t_\infty$, which is bounded by

$$t_\infty < \left(1 + \frac{2e(1 + e)}{(1 + \psi(1 + e))(1 - \psi)} \right) \sqrt{\frac{2h_{10}}{g}}. \quad (5.27)$$

Moreover, if the initial configuration satisfies

$$(1 + 4e(1 + e)(1 + \psi)) h_{10} < h_{20} < \left(1 + \frac{4e(1 + \psi)}{(1 - e)^2} \right) h_{10}, \quad (5.28)$$

then the dynamic solution starts with a finite sequence of collisions at $x_1$, followed by clattering motion that converges to a two-contact Zeno limit point in finite time.

Note this theorem can be extended to include the case of $h_{10} > h_{20}$, by simply exchanging the indices in (5.26).

**Proof:** Assuming that the rod starts from rest, the first collision occurs at $x_1$ on time $t_1 = \sqrt{2h_{10}/g}$, and the post-collision velocities are given by $v_1(t_1^+) = eg t_1$ and $v_2(t_1^+) = -(\psi(1 + e) + 1)gt_1$. The height $h_2$ at $t_1$ is $h_2(t_1) = h_{20} - h_{10}$. The
condition for onset of clattering motion is that the time to next collision at \( x_2 \) is less than the time for collision at \( x_1 \). This condition can be formulated as
\[
v_2(t_1^+) + \sqrt{v_2(t_1^+)^2 + 2gh_2(t_1)} < 2v_1(t_1^+).\]
Substitution and simplification gives the inequality (5.26). This condition is equivalent to \( \eta_1 < 1 \). According to Lemmas 5.4.1 and 5.4.2, condition (5.24) guarantees that \( \eta_k \) is monotonously decreasing with \( k \), and thus the clattering persistence condition \( \eta_k < 1 \) is maintained for all \( k \). Since condition (5.15) is also satisfied, the zero-gravity solutions of \( \bar{h}_{1k}, \bar{h}_{2k} \) converge to zero with \( k \), and Lemma 5.4.2 implies that \( h_{1k}, h_{2k} \) also converge to zero with \( k \), leading to a two-contact Zeno limit point. Moreover, since the flight times satisfy \( \tau_{bk} \leq \tau_{bbk} \) for all \( k \), the upper bound on \( t_\infty \) can be computed based on the dynamics of the simplified system (5.20), as follows. Substituting the solution (5.22) into the dynamics (5.20) gives
\[
\frac{\bar{\tau}_{b,k+1}}{\bar{\tau}_{b,k}} = \frac{\bar{v}_{ak}}{|\bar{v}_{b,k+1}|} = e^{\frac{\bar{v}_{b,k-1}}{\bar{v}_{b,k+1}}} = e^{\frac{e}{\lambda_2^2} (1 - \beta_k)},
\]
where \( \lambda_2 \) is the maximal eigenvalue defined in (5.14), and \( \beta_k \in (0, 1) \) is defined in (5.23). Since the condition (5.15) implies that \( e/\log_2^2 < \psi^2 < 1 \), \( \bar{\tau}_{bk} \) is bounded by a geometric series given by \( \bar{\tau}_{bk} \geq \bar{\tau}_1 \psi^{2k-2} \). The total time of the nonzero-gravity clattering is thus bounded by the sum
\[
t_\infty = t_1 + \sum_{k=1}^{\infty} \tau_{bk} \leq t_1 + \sum_{k=1}^{\infty} \bar{\tau}_{bk} \leq t_1 + \frac{\bar{\tau}_{b1}}{1 - \psi^2}.
\]
Substituting \( \bar{\tau}_{b1} = h_2(t_1)/|v_2(t_1^+)| \) and using the inequality in (5.26) yields the bound given in (5.27). Finally, when the initial configuration satisfies (5.28), \( \eta_1 > 1 \), and the dynamic solution starts with bouncing motion, having a sequence of collisions at \( x_1 \). However, since condition (5.11) of Theorem 7 is not satisfied, this sequence is finite, and there exists a finite \( n \) such that on time \( t_n \) the solution involves collision at \( x_2 \), thus satisfying \( \eta_n < 1 \). Therefore, according to lemma 5.4.2, once clattering
has started, $\eta_k$ decreases monotonously to zero, and clattering motion persists until reaching a two-contact Zeno limit point in finite time. \hfill \square

We now revisit the plane of initial conditions $(h_{10}, h_{20})$. Under the condition of clattering stability (5.24), Theorems 7 and 8 impose a partition of the first quadrant $\{h_{10}, h_{20} > 0\}$ to regions associated with dynamical solutions of bouncing, clattering, and mixed motion of finite bouncing followed by clattering. These regions, which are the planar sectors defined by the inequalities (5.11) and (5.26), are shown in Fig. 5.3a. Note that there are three distinct lines in $(h_{10}, h_{20})$ plane, for which the solution of the hybrid dynamical system is not well-defined. The first line is $h_{10} = h_{20}$ (dotted line in Fig. 5.3a, which corresponds to the rod starting exactly at horizontal angle. In this case, the two endpoints hit the ground at the same time, and at the rest of the solution is indeterminate. The two other lines, shown as dashed lines in Fig. 5.3a, are symmetric with respect to the first line, and are associated with the boundaries of the clattering region formulated in (5.26). When the initial conditions lie on one of these two lines, the first collision is well-defined, but at the second collision the rod hits the ground exactly at horizontal angle, making the rest of the solution indeterminate. A possible approach to overcome such indeterminacies, which is commonly used in computer simulations and is also physically justifiable, is to consider an arbitrary infinitesimal perturbation that drives the system’s state away from the singular configuration. Equivalently, when two events of collisions occur simultaneously, one simply needs to choose and apply only one of them at random. Note that under this paradigm, a rod that meets the ground in horizontal position enters a deadbeat clattering motion, at which the velocities decay to zero by an infinite sequence of collisions occurring in zero time. (This scenario is termed chattering Zeno in [1].) Note
that a similar situation of deadbeat clattering also occurs when both endpoints are initially in contact, and the rod is given and initial velocity perturbation such that one endpoint is given a colliding velocity. This scenario is of crucial importance when considering the switching between different contact modes, and will be discussed in the next chapter. We now provide a graphical interpretation for the clattering stability condition given in (5.24), and discuss its physical implications. This condition defines a region in \((e, \psi)\) plane, which is the shaded region shown in Fig. 5.3b. The dashed line corresponds to the clattering stability condition under zero gravity, which is given in (5.15). Note that the condition (5.24) is more restrictive than the condition (5.24). The physical implication of (5.24), is as follows. First, clattering stability requires that the coefficient of restitution \(e\) is sufficiently small. Second, it requires that \(\psi\) is sufficiently large, meaning that the rod’s mass is distributed such that most of the mass is concentrated close to the center-of-mass, and less mass is located in peripheral regions (i.e. the radius of gyration is sufficiently small).
5.5 Simulation Results of the Horizontal Rod

We now demonstrate the results by showing numerical simulations for the rod with representative initial conditions from each region in Fig. 5.3a. The simulations of clattering are executed for various values of \((e, \psi)\) in order to validate the conditions for its clattering stability. The simulations were performed with the exact nonlinear model of the rod and contact constraints (5.7) and (5.8), using the nonlinear impact law (5.5). The simulations were executed in MATLAB workspace. In order to avoid numerical errors and imprecisions, we have simulated the equation of motion (5.7) expressed in the alternative coordinates \(q' = (h_1, h_2, x)\), using the nonlinear transformation from \(q\) to \(q'\) as given in (5.4). The parameters of the rod were chosen as \(m = 1 Kg, L = 1 m, g = 10 m/s^2\) with the rod’s mass being uniformly distributed, resulting in \(I = mL^2/3\) and \(\psi = 0.5\). Since the dynamic solution converge to a Zeno limit point, the simulations were terminated when the time-difference between collisions is less than \(10^{-10}\) sec. According to condition (5.24) with \(\psi = 0.5\), the coefficient of restitution must satisfy \(e < 0.056\) for clattering stability. In the first two simulations the coefficient of restitution was taken as \(e = 0.05\).

Simulation example 1: bouncing motion  The condition for infinite sequence of bouncing for the chosen parameters is \(h_{20} > 1.332h_{10}\). Fig. 5.4 shows the simulation results for initial conditions \(h_{10} = 0.5, h_{20} = 0.75\). The discrete-time evolution of \(v_1\) and \(v_2\) is shown in Figs. 5.4a and 5.4b respectively, and converge to a Zeno limit point, where the contact at \(x_1\) is recovered. At integer values of \(k\), corresponding to impact times, the velocities show discontinuous jump, while between impact times the velocities are decelerating almost linearly. Since the rod bounces on \(x_1\), the sequence \(v_1(t_k)\) converges to zero, while the sequence \(v_2(t_k)\) converges to a constant value of
−5.36 m/s. Fig. 5.4c shows the discrete-time evolution of the rod’s angle $\theta(t_k)$, which converges monotonically to a constant value of $1.34^\circ$. Fig. 5.4d shows the collisions times $t_k$. For $k > 10$ the time difference between collision is less than $10^{-11}$ sec, and the simulation is stopped with $t_k$ converging to $0.357$ sec.

![Graphs showing simulation results of bouncing motion](image)

**Figure 5.4:** Simulation results of bouncing motion
Simulation example 2: clattering motion

The condition for starting of clattering motion for the chosen parameters is \( h_{10} < h_{20} < 1.315h_{10} \). Fig. 5.5 shows the simulation results for initial conditions \( h_{10} = 0.5 , h_{20} = 0.65 \). Since the rod possesses a stable clattering motion, both sequences \( v_1(t_k) \) and \( v_2(t_k) \) converge to zero. Fig. 5.5c shows that the rod’s angle \( \theta(t_k) \) converges also to zero. Fig. 5.5d shows the discrete-time evolution of the sequence \( \epsilon_k \), which rapidly converges to zero as expected. collisions times \( t_k \). For \( k > 10 \) the time difference between collision is less than \( 10^{-8} \text{ sec} \), and the simulation is stopped with \( t_k \) converging to 0.347 sec.

![Simulation results of stable clattering motion](image)

Simulation example 3: mixed bouncing-clattering motion

According to the analysis of the linearized model, for the chosen parameters the region \( 1.315h_{10} < h_{20} < \)
1.332h_{10} is an intermediate region. Taking initial conditions within this region, the rod is expected to start bouncing on $x_1$, and then hit $x_2$ and switch to clattering motion, converging to a two-contact Zeno limit point. When simulating the exact nonlinear system, we have found out that the actual intermediate region for $h_{10} = 0.5$, is approximately $1.3569h_{10} \leq h_{20} \leq 1.3802h_{10}$. For such initial condition, the rod started with a small number of collisions at $x_1$, and then switched to clattering motion with $v_1$ and $v_2$. Figs. 5.6a and 5.6b show $v_1(t_k)$ and $v_2(t_k)$ respectively, for initial conditions $h_{10} = 0.5$, $h_{20} = 0.6901$. The collisions with $x_1$ are marked with '×' and collisions with $x_2$ are marked with '◦' on the figures. It can be seen that the rod starts with four collisions at $x_1$ and then switches to clattering motion. For $k > 15$ the time difference between collision is less than $10^{-15}$ sec, and the simulation is stopped with $t_k$ converging to 0.354 sec.

**Figure 5.6:** Simulation results of mixed bouncing-clattering motion

**Simulation example 4: unstable clattering motion** In the following simulation, the coefficient of restitution was taken as $e = 0.09$, which violates the clattering stability condition. The motion of the rod is then simulated for initial conditions
$h_{10} = 0.1$, and $h_{20} = 0.1582$. Figs. 5.7a and 5.7b show the resulting solution of $v_1(t_k)$ and $v_2(t_k)$ respectively. The collisions with $x_1$ are marked with '×' and collisions with $x_2$ are marked with '◦' on the figures. It can be seen that the rod starts with eight time steps of clattering, and then switches to bouncing on $x_2$ and converges to a one-contact Zeno limit point. For $k > 20$ the time difference between collision is less than $10^{-15}$ sec, and the simulation is stopped with $t_k$ converging to 0.1668 sec.

Trying different initial conditions, we have observed high sensitivity of the dynamic solution to small deviation in the initial conditions. For example, small deviation result in a dynamic solution of finite clattering followed by infinite bouncing on the other endpoint $x_1$.

![Figure 5.7: Simulation results of unstable clattering](image)

5.6 Clattering Stability of a Symmetric Rigid Body

We now extend the results of the section 5.4, and investigate the case of a planar rigid body $B$ with symmetric mass distribution on a symmetric terrain. The body is supported by a symmetric V-shaped terrain, with slope angles $\alpha$ with respect to
the horizontal direction (Fig. 5.8). It is assumed that $B$ makes contact with the
ground only at two vertices $x_1$ and $x_2$, which are fixed points with respect to $B$. The
configuration of $B$ is $q = (x, y, \theta)$, where $(x, y)$ is the position of $B$’s center-of-mass
and $\theta$ is the orientation of $B$. At the configuration $q = \vec{0}$, $B$ lies in an equilibrium
posture with two contacts, which is symmetric with respect to the vertical axis (Fig.
5.8). At this posture, let $2L$ be the horizontal distance between the contacts, and
let $H$ denote the height of $B$’s center-of-mass about the contacts. The mass of $B$
is distributed symmetrically, and its moment of inertia is $I = m\rho^2$ where $\rho$ is the
radius of gyration. The equation of free motion expressed in $q$ is identical to the rod’s
equation of motion (5.7). The contact constraints are given by

$$h_1(q) = x \sin \alpha + y \cos \alpha - b \sin \theta + d(1 - \cos \theta) \geq 0$$
$$h_2(q) = -x \sin \alpha + y \cos \alpha + b \sin \theta + d(1 - \cos \theta) \geq 0,$$

(5.29)

where $b = L \cos \alpha - H \sin \alpha$ and $d = H \cos \alpha + L \sin \alpha$ are the signed distances between
$B$’s center-of-mass and the contact point in the tangential and normal directions
respectively (Fig. 5.8). Defining the alternative set of coordinates $q' = (h_1, h_2, \theta)$
with its velocity denoted by \( \dot{q}' = (v_1, v_2, \omega) \), the equations of free motion can be expressed in \( q' \) by applying the coordinate transformation (5.4). Assuming that \( B \) maintains small angles \(|\theta| \ll 1\) during its motion, the linearized equation of free motion expressed in \( q' \) are given by

\[
\begin{pmatrix}
\ddot{h}_1 \\
\ddot{h}_2 \\
\ddot{x}
\end{pmatrix}
= \begin{pmatrix}
-g \cos \alpha + d\omega^2 \\
-g \cos \alpha + d\omega^2 \\
0
\end{pmatrix}.
\]

(5.30)

Assuming that the rod’s velocities are kept sufficiently small during its motion, the \( \omega^2 \)-terms in (5.30), associated with centripetal accelerations, are negligible. Thus, the linearized equations of free motion reduce to those of the horizontal rod in (5.9). Using the impact law (5.3) and assigning the coordinate transformation (5.5), the linearized reset maps are expressed in \( q' \) as

\[
R_i'(q', \dot{q}') = (q', A'_i \dot{q}') , \quad i = 1, 2 , \text{ where}
\]

\[
A'_1 = \begin{pmatrix}
-e & 0 & 0 \\
(1 + e)\psi & 1 & 0 \\
(1 + e)\varphi & 0 & 1
\end{pmatrix} ,
A'_2 = \begin{pmatrix}
1 & (1 + e)\psi & 0 \\
0 & -e & 0 \\
0 & -(1 + e)\varphi & 1
\end{pmatrix} , \quad \varphi = \frac{b}{b^2 + \rho^2} , \text{ and } \psi = \frac{b^2 - \rho^2 \cos(2\alpha)}{b^2 + \rho^2}.
\]

(5.31)

We now list a few observations about the relations between the hybrid dynamics of the symmetric body and the hybrid dynamics of the rod. First, note that the definition of the parameter \( \psi \) in (5.31) reduces to its previous definition in (5.10) when substituting \( \alpha = 0, \ H = 0 \). Second, note that \( A'_1 \) and \( A'_2 \) satisfy the relation

\[
A'_1 = PA'_2P \text{ and } A'_2 = PA'_1P , \text{ where } P = \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\]
The transformation matrix $P$ represents a “reflection operator” about the vertical direction, which corresponds to interchanging the rod’s endpoints and reversing the sign of the angular velocity $\omega$. Finally, when analyzing the hybrid dynamics of the symmetric body, a key observation is that under the assumption of small angle and velocity, the dynamics of $v_1$ and $v_2$ in (5.30) and (5.31) is identical to the one given in (5.9) and (5.10) in the case of the horizontal rod. Therefore, Theorems 7 and 8, that characterize the conditions bouncing motion and for clattering stability, admit straightforward generalization to the case of the symmetric body, by using the new definition of $\psi$ given in (5.31). However, there is one significant difference from the rod’s case, which is the coupling between the velocities $v_1, v_2$ and the angular velocity $\omega$, which is encompassed in the parameter $\varphi$ in the impact dynamics (5.31). This coupling results in a drift in $\omega$, and consequently in $\theta$, during clattering and bouncing motion. Assuming that the clattering stability condition (5.24) is satisfied, and that the initial perturbation $q'(0)$ is sufficiently small, continuity considerations imply that the hybrid dynamics of $h_1, h_2$ and $v_1, v_2$ converges to a Zeno limit point with one or two recovered contacts. Due to the drift in $\omega$ and $\theta$, they both converge to bounded limit values at the limit point.

5.6.1 Design of symmetric stances with clattering stability

The clattering stability criterion (5.24) is governed by the coefficient of restitution $e$ and the nondimensional parameter $\psi$. For a given coefficient of restitution, this criterion dictates design limitations on the terrain’s geometry and the mass distribution of $\mathcal{B}$. We now show examples in which the clattering stability criterion is applied for designing the parameters of two simple symmetric equilibrium postures.

Example 1: A uniform block on a flat terrain Consider a block of width $W$
and height $H$ lying on a flat horizontal terrain (Fig. 5.9a). The mass distribution of the block is uniform, such that its radius of gyration is $\rho^2 = (L^2 + W^2)/3$. It is assumed that the block contacts the floor only at its two vertices. Using the clattering stability criterion (5.24) with $\psi$ defined in (5.31) gives an upper bound on the ratio $H/W$ guaranteeing clattering stability, as a function of the coefficient of restitution $e$. This condition is graphically illustrated in the parameter plane of $(e, H/W)$ as the clattering stability region depicted in Fig. 5.9b (shaded region). As $e$ increases (less energy losses during collisions) the upper bound on permissible $H/W$ ratio decreases. The maximum attainable value of $e$ is 0.056, at which clattering stability maintains only for $H \to 0$. Note that at this case the block degenerates to a uniform thin rod, and that the same result of $e < 0.056$ was obtained in section 5.4 for the horizontal rod. For nearly plastic collisions $e \to 0$, the largest $H/L$ ratio for which clattering stability can be obtained is $H/L = \sqrt{2}$, which is like the dimensions of an A4 paper. For higher values of $H/L$, the radius of gyration is too large (i.e. the mass is distributed away from the center-of-mass), and clattering stability cannot be attained for all $e$.

**Example 2: A uniform rod on a symmetric V-shaped terrain** Consider a rod of length $L$ lying horizontally on a symmetric V-shaped terrain with slope angles $\alpha$ (Fig. 5.10a). The rod’s mass is uniformly distributed, such that its radius of gyration is $\rho^2 = L^2/12$. Using the clattering stability criterion (5.24) with $\psi$ defined in (5.31) gives a lower bound on the angle $\alpha$ guaranteeing clattering stability, as a function of the coefficient of restitution $e$. This condition is graphically illustrated in $(e, \alpha)$ plane as the clattering stability region depicted in Fig. 5.10b (shaded region). Note that for $e \in (0, 0.056)$, the rod possesses clattering stability for all $\alpha$. As $e$ increases, the permissible range of $\alpha$ is narrowed. On the other hand, when $\alpha$ increases, the permissible range of $e$ is enlarged. The intuitive explanation for this fact is that when
\( \alpha \) is increased, an impulsive force at the endpoint \( x_1 \) has a larger component in the direction of the negative normal \(-n_2\), which causes a larger negative change in \( v_2 \). Therefore, increasing \( \alpha \) enhances the rod’s clattering stability, as demonstrated in the following simulation example.

**Simulation example: Stable clattering of a rod on a V-shaped terrain**

In simulation example 4 in the previous section we simulate the motion of a uniform rod on a horizontal plane with coefficient of restitution \( e = 0.09 \), and show that it results in unstable clattering motion. However, the stability region in Fig 5.10b indicates that when the horizontal terrain is replaced with a V-shaped terrain with \( \alpha = 45^\circ \) and the same coefficient of restitution, clattering stability is achieved. The simulation results for a terrain with \( \alpha = 45^\circ \) and \( e = 0.09 \), with initial conditions \( h_{10} = 0.1, h_{20} = 0.1582 \) and \( \theta(0) = 0 \) are shown if Fig. 5.11. Figs. 5.11a and 5.11b show the resulting motion of \( v_1(t_k) \) and \( v_2(t_k) \) respectively. The collisions with \( x_1 \) are marked with ‘\( \times \)’ and collisions with \( x_2 \) are marked with ‘\( \circ \)’ on the figures. Figures 5.11c and 5.11d show the resulting motion of \( \theta(t_k) \) and \( \omega(t_k) \) respectively. It can be seen that the rod is maintaining a stable clattering motion, and that \( \theta(t_k) \) and \( \omega(t_k) \)
both converge to nonzero constant values, as predicted by the theory.

5.7 Clattering Stability of a Non-Symmetric Rigid Body

This section considers the general case of a planar non-symmetric rigid body supported by two contacts on a general piecewise-linear terrain. The results are further extensions of the results in previous sections, and are sketched here without rigorous proofs. Consider a planar rigid body $B$ with mass $m$ and radius of gyration $\rho$. The configuration of $B$ is $q = (r_c, \theta)$, where $r_c = (x, y)$ is the position of $B$’s center-of-mass and $\theta$ is the orientation of a frame attached to $B$, with respect to a fixed frame. At the nominal configuration $q = \vec{0}$, $B$ lies in an equilibrium posture with two contacts, as shown if Fig. 5.12. It is assumed that contact is made only at the two vertices $x_1$ and $x_2$ of $B$. Let $r_i$ denote the vector from $B$’s center-of-mass to the vertex $x_i$. 

Figure 5.10: (a) A uniform rod on a V-shaped terrain (b) Clattering stability region in $(e, \alpha)$ plane.
Figure 5.11: Simulation results of stable clattering of a uniform rod on a symmetric V-shaped terrain

for $i = 1, 2$, expressed in $\mathcal{B}$’s frame. The unit vector normal to the terrain at $x_i$ is denoted $n_i$, and the unit vector tangent to the terrain at $x_i$ is denoted $t_i$, such that $(t_i, n_i)$ are right-handed pairs for $i = 1, 2$. It is assumed that the terrain satisfies the following requirements. First, we assume that the terrain is piecewise linear (i.e. it is linear in the vicinity of the contact points). Second, we assume that the terrain is upward facing, in the sense that $n_i \cdot \vec{g} < 0$ for $i = 1, 2$, where $\vec{g}$ is the vector of gravity acceleration. Finally, we assume that $n_1$ and $n_2$ are linearly independent (i.e. the two terrain segments are not parallel). Let us denote $g_i = n_i \cdot \vec{g}$ for $i = 1, 2$, and define the ratio $\Gamma = g_2/g_1$, which evaluates the terrain’s asymmetry.

The equation of free motion of $\mathcal{B}$ expressed in $q$ is identical to the rod’s equation of
motion (5.7). The contact constraints are given by

\[ h_i = n_i \cdot (r_c + R(\theta)r_i) \geq 0 , \]  
\[ \text{where } R(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} . \quad (5.32) \]

Defining the alternative set of coordinates \( q' = (h_1, h_2, \theta) \) with its velocity denoted by \( \dot{q}' = (v_1, v_2, \omega) \), the Jacobian matrix satisfying \( \dot{q}' = J\dot{q} \) is given by

\[ J = \begin{pmatrix} n_1^T & b_1 \\ n_2^T & b_2 \\ 0 & 0 & 1 \end{pmatrix} , \text{ where } b_i = t_i \cdot r_i \text{ for } i = 1, 2. \quad (5.33) \]

Using the coordinate transformation 5.4 and assuming that \( B \) maintains small angles \( |\theta| \ll 1 \) during its motion, the linearized equation of free motion expressed in \( q' \) are given by

\[ \begin{pmatrix} \ddot{h}_1 \\ \ddot{h}_2 \\ \ddot{x} \end{pmatrix} = \begin{pmatrix} g_1 + d_1\omega^2 \\ g_2 + d_2\omega^2 \\ 0 \end{pmatrix} , \quad (5.34) \]

where \( d_i = -n_i \cdot r_i \) for \( i = 1, 2 \). Assuming that the rod’s angular velocity \( \omega \) is kept sufficiently small during motion, the centripetal accelerations in 5.34 are negligible,
and the linearized equations of free motion reduce to those of the horizontal rod in (5.9), with two distinct gravitational accelerations $g_1, g_2$ that reflect the terrain’s asymmetry. Using the impact law (5.3) and assigning the coordinate transformation (5.5), the linearized reset maps are expressed in $q'$ as

$$ R_i'(q', \dot{q}') = (q', A_i' \dot{q}') , \ i = 1, 2 ,$$

where

$$ A_1' = \begin{pmatrix} -e & 0 & 0 \\ (1 + e)\psi_1 & 1 & 0 \\ (1 + e)\varphi_1 & 0 & 1 \end{pmatrix} , \ A_2' = \begin{pmatrix} 1 & (1 + e)\psi & 0 \\ 0 & -e & 0 \\ 0 & (1 + e)\varphi_2 & 1 \end{pmatrix} , \ \varphi_i = -\frac{b_i}{b_i^2 + \rho^2} , \ \text{and} \ \psi_i = -\frac{b_1 b_2 + (n_1 n_2) \rho^2}{b_i^2 + \rho^2} .$$

The following two theorems generalize the results given in the previous sections for the horizontal rod and the symmetric postures. The first theorem, which is a generalization of Theorem 7, formulates the conditions for infinite bouncing on a single contact.

**Theorem 9** Consider the linearized hybrid dynamics of the nonsymmetric rigid body, with the initial configuration $q'(0) = (h_{10}, h_{20}, 0) , \ q'(0) = 0$, such that $h_{20} > \Gamma h_{10}$. Then the dynamic solution corresponds to bouncing motion on $x_1$ and converges to a single-contact Zeno limit point if and only if the initial configuration satisfies the condition given by

$$ h_{20} \geq \left( \frac{4e(\Gamma + \psi_1)}{(1 - e)^2} \right) h_{10} .$$

The proof of this theorem is similar to the proof of Theorem 7, with proper adaptations to account for the asymmetry, encompassed in the parameter $\Gamma$. The second theorem, which is a generalization of Theorem 8, summarizes the conditions for clattering stability.
Theorem 10 Consider the linearized hybrid dynamics of the nonsymmetric rigid body, with the initial configuration \( q'(0) = (h_{10}, h_{20}, 0) \), \( \dot{q}'(0) = 0 \), such that \( h_{20} > \Gamma h_{10} \). Assume that the parameters \((e, \psi_1, \psi_2)\) satisfy the conditions given by

\[
\psi_1 > 0, \quad \psi_2 > 0, \quad \text{and} \quad \sqrt{\psi_1 \psi_2} > \frac{e^{1/3} + e^{2/3}}{1 + e}.
\] (5.37)

Then if the initial configuration satisfies

\[
h_{20} < (\Gamma + 4e(1 + e)(1 + \psi_1)) h_{10},
\] (5.38)

the dynamic solution corresponds to clattering motion that converges to a two-contact Zeno limit point in finite time. Moreover, if the initial configuration satisfies

\[
(\Gamma + 4e(1 + e)(1 + \psi_1)) h_{10} < h_{20} < \left( \Gamma + \frac{4e(\Gamma + \psi_1)}{(1 - e)^2} \right) h_{10},
\] (5.39)

then the dynamic solution starts with a finite sequence of collisions at \( x_1 \), followed by clattering motion that converges to a two-contact Zeno limit point in finite time.

Proof Sketch:

First, integrating the linearized dynamics 5.34 with \( \omega = 0 \), the first collision occurs at the endpoint \( x_1 \) if \( h_{20} > \Gamma h_{10} \). Formulating the times \( \tau_1, \tau_2 \) to the next collisions at \( x_1 \) and \( x_2 \) respectively, the inequality \( \tau_2 < \tau_1 \), which is the condition for onset of clattering, reduces to the condition 5.38.

Next, we formulate the dynamics of nonsymmetric clattering motion, under the assumption of zero gravity. This assumption implies that the velocities \( \dot{q}' \) do not changed during the free motion phases, and are changed only at impact times. Let us define \( v_k = [v_1(t_k^+) v_2(t_k^+) v_x(t_k^+)]^T \) for \( k > 0 \), where by convention, we denote \( v_0 = [v_1(t_1^-) v_2(t_1^-) v_x(t_1^-)]^T \). Without loss of generality, we further assume that the collisions at endpoint \( x_1 \) occur on times \( t_k \) for odd \( k \), and collisions at \( x_2 \) occur on
times \( t_k \) for even \( k \). Using the reset maps (5.35) the discrete-time dynamics of \( \mathbf{v}_k \) is given by

\[
\mathbf{v}_{k+1} = \begin{cases} 
A_1' \mathbf{v}_k & \text{if } k \text{ is even} \\
A_2' \mathbf{v}_k & \text{if } k \text{ is odd.}
\end{cases}
\]  

(5.40)

The discrete-time solution of 5.40 is given by

\[
\mathbf{v}_k = \begin{cases} 
(A_1'A_2')^\frac{k}{2} \mathbf{v}_0 & \text{if } k \text{ is even} \\
A_1' (A_1'A_2')^\frac{k-1}{2} \mathbf{v}_0 & \text{if } k \text{ is odd}
\end{cases}
\]  

(5.41)

The stability properties of nonsymmetric clattering motion can be determined by the eigenvalues of \( A_1'A_2' \), which are given by

\[
\lambda_{1,2} = -e + \frac{1}{2} \left( \psi_1 \psi_2 (1 + e)^2 \pm (1 + e) \sqrt{\psi_1 \psi_2 (1 + e)^2 - 4e} \right), \quad \lambda_3 = 1
\]

Note that these eigenvalues are identical to the eigenvalues of \( A_2'A_1' \), and that in the symmetric case where \( \psi_1 = \psi_2 \), they are the square of the eigenvalues given in 5.14, which are associated with a "half cycle" of the symmetric system. It can be shown that the eigenvalues \( \lambda_{1,2} \) are associated with the discrete dynamics of \( \mathbf{v}_1, \mathbf{v}_2 \), and that clattering is stable if and only if these two eigenvalues are positive real numbers. This condition is captured by the inequalities

\[
\psi_1 > 0, \quad \psi_2 > 0, \quad \text{and} \quad \sqrt{\psi_1 \psi_2} > \frac{2\sqrt{e}}{1 + e}.
\]

We now formulate the dynamics of non-symmetric clattering motion with nonzero gravity. Using the indices \( \{a, b\} \) and defining the ratio \( \epsilon_k = 2g_b h_{bk}/v_{bk}^2 \), the dynamics is identical to the Poincaré map given in 5.18, and the dynamics of \( \epsilon_k \) is given by

\[
\epsilon_{k+1} = \Gamma_k \frac{|v_{bk}|v_{ak}}{|v_{b,k+1}|^2} \left( 2(\sqrt{1 + \epsilon_k} - 1) - (\sqrt{1 + \epsilon_k} - 1)^2 \right),
\]
where $\Gamma_k = \Gamma$ for even $k$, and $\Gamma_k = 1/\Gamma$ for odd $k$. The condition for clattering persistence is formulated as $\eta_k < 1$ for all $k \geq 1$, where $\eta_k = \Gamma_k (|v_{bk}| \sqrt{1 + \epsilon_k})/(2v_{ak})$.

Generalizing Lemma 5.4.1 and Lemma 5.4.2 to the non-symmetric case, it can be shown that

$$\frac{\epsilon_{k+2}}{\epsilon_k} \leq \frac{e^2}{\lambda_2} \text{ and } \frac{\eta_{k+2}}{\eta_k} \leq \frac{e^2}{\lambda_2^2} \text{ for all } k \geq 1,$$

where $\lambda_2 = -e + (\psi_1 \psi_2(1 + e)^2 + (1 + e)\sqrt{\psi_1 \psi_2(\psi_1 \psi_2(1 + e)^2 - 4e)})/2$. Therefore, the condition $\lambda_2 > e$ guarantees that $\epsilon_k$ and $\eta_k$ converge asymptotically to zero, and clattering is stable. This condition is equivalent to the inequalities in 5.37. □

**Graphical Example - center-of-mass region for clattering stability**

This summarizing example considers an asymmetric planar rigid body $B$ with a variable center-of-mass $x$, and a given radius of gyration $\rho$. The body lies in a frictional equilibrium stance on a symmetric V-shaped terrain (Note that due to the variable center-of-mass, the stance is non-symmetric even though the terrain is symmetric). Our goal is to compute the region of center-of-mass locations achieving clattering stability. For a given radius of gyration, $b_1$ and $b_2$, defined in (5.33), are linear in $x$. Thus, $\psi_i$, defined in (5.35) are fractions having numerators and denominators which are quadratic in $x$. Thus, the clattering stability conditions in (5.37) define inequalities which are *quadratic* and *quartic* in $x$. Fig. 5.13 shows two frictional equilibrium stances on a symmetric terrain with coefficient of friction $\mu = 0.5$ and coefficient of restitution $e = 0.1$. The difference between the stances in Fig. 5.13a and Fig. 5.13b is the value of the radius of gyration $\rho$. The dimensions of $\rho$ are length units, and its true length relative to the stance’s geometry is shown on both stances, showing that radius of gyration in the stance of Fig. 5.13a is twice as larger than in the stance of Fig. 5.13b. The clattering stability region, which is defined by the inequalities
in (5.37), is shown is a shaded region in both stances. This region is bounded by hyperbolic-like (yet, fourth order) curves, showing that the center-of-mass must be located either very high, or very low, with respect to the intersection point of the two contact normals. This clattering stability region is then intersected with the feasible equilibrium region $R_{FF}$, which is an infinite vertical strip, and is identical in both stances. The example emphasizes the influence of the mass distribution of $\mathcal{B}$, encompassed by the radius of gyration $\rho$, on the clattering stability regions – concentrating the mass near the center-of-mass (i.e. decreasing $\rho$) enhances the clattering stability, and enlarges the clattering stability region.
Chapter 6

Frictional Stability of Two-Contact Stances

This chapter combines the results of all previous chapters, and presents sufficient conditions for frictional stability of two-contact frictional equilibrium stances of a planar rigid body $B$ on a piecewise-linear terrain in planar gravitational field. The structure of this chapter is as follows. Section 6.1 defines the notion of completed dynamical system, which is the concatenation of the continuous and hybrid phases of the dynamics. Section 6.2 states the central result of sufficient conditions for frictional stability in planar two-contact stances. Finally, section 6.3 provides a procedure for computation of the center-of-mass region achieving stable equilibrium stances on a given terrain, and demonstrates with a graphical example.
6.1 The Completed Dynamical System

This section discusses the interrelations between the different phases of the frictional dynamics, which were analyzed in the previous chapters. Chapter 4 analyzed the continuous dynamics under a dictated contact mode, which persists until a separated contact recovers contact, and an impact event occurs. Chapter 5 analyzed the hybrid dynamics, composed of gravitational free flying interleaved by events of contact impact, which persists until reaching a Zeno limit point. One missing component for completely defining the dynamic response to a perturbation, is to determine what happens after a Zeno limit point. A recent work by Ames et al. [3] considers a Lagrangian hybrid dynamical system with a single constraint \( h(q) \geq 0 \). At a Zeno execution of the system, the dynamic solution converges to a limit point at a finite time \( t_\infty \), and satisfies \( h(q(t_\infty)) = 0 \) and \( \dot{h}(q(t_\infty)) = 0 \). Thus, it is argued in [3] that after the Zeno time \( t_\infty \), the hybrid dynamical systems switches to a holonomically constrained dynamical system, satisfying the constraint \( h(q) \equiv 0 \), with the initial conditions given by the Zeno limit point of the hybrid dynamical systems \( q(t_\infty), \dot{q}(t_\infty) \).

This concatenation of dynamical systems is termed a completed hybrid system in [3]. We now extend the concept of a completed hybrid system to the two-contact problem, and discuss its physical implications. The planar two-contact problem is formulated in Chapter 5 as a hybrid dynamical system involving two contact constraints \( h_1(q), h_2(q) \geq 0 \). Two types of Zeno executions for this system are analyzed, namely, the bouncing motion and the clattering motion. A Zeno execution of a bouncing motion converges to a point at which a single contact is re-established. Thus, the dynamics after a bouncing motion switches to a constrained dynamics involving a single sliding (or rolling) contact, which is precisely the dynamics associated with one of the
contact modes RS, FS, or LS. A Zeno execution of a clattering motion converges to a point at which two contacts are re-established simultaneously. Thus, the dynamics after a bouncing motion switches to a constrained dynamics involving a two sliding contacts, which is precisely the dynamics associated with one of the contact modes RR or LL.

Finally, the last component of the completed the dynamical system is as follows. Consider the constrained dynamics associated with sliding (or rolling) at a contact $x_1$, and separation at the other contact $x_2$ (contact modes RS, FS, or LS). This dynamics can either be dictated by particular initial conditions that satisfy the constraints, or it can evolve as a continuation after a Zeno limit point of bouncing motion. Under this dynamics, assume that at a given instant $t_0$, the free-flying contact $x_2$ is colliding. The impact at $x_2$ causes a discontinuous velocity jump, such that at $t_0^+$, the contact $x_2$ is given a separating velocity, pointing away from the contact, while the contact $x_1$ is given a colliding velocity, pointing towards the contact. Thus, a second collision at $x_1$ occurs, that reverses the normal components of the contact velocities, and so on.

According to the analysis of clattering motion in Chapter 5, it can be easily shown that if the system’s parameter satisfy the clattering stability conditions (5.37), this scenario results in an infinite sequence of collisions that converges to a Zeno limit point at which both contacts are re-established. This special scenario of clattering is termed deadbeat clattering motion. Two key features of deadbeat clattering motion are as follows. First, note that both contact points are in contact during the entire sequence of collisions, while only velocities are alternating. Second, note that there are no free-flight phases between collisions. Thus, according to the rigid body impact model, the whole infinite sequence of collisions occurs in zero time. (This special scenario of degenerate Zeno execution is termed chattering Zeno in [1].) Thus, the
deadbeat clattering can be viewed as a single event of non-smooth transition from a single-contact mode in \(\{RS, LS, FS\}\) to a two-contact sliding mode in \(\{RR, LL\}\).

6.2 Sufficient Conditions for Frictional Stability of Two-Contact Stances

This section states the key result of this research thesis, which combines all the results obtained in the previous chapters to derive a sufficient condition for frictional stability of two-contact stances of a planar rigid body. Recall that a frictional equilibrium posture \(q_0\) of a mechanical contact system possesses frictional stability if for any sufficiently small position-and-velocity perturbation about \(q_0\), the system’s dynamic response recovers all contacts, and converges to a new equilibrium posture in an arbitrarily small neighborhood of \(q_0\). Using the notion of completed dynamical system, the dynamic solution in response to a given initial condition is now defined as a composition of pieces of hybrid motion of clattering or bouncing that converges to a Zeno limit point, followed by pieces of continuous motion along contact modes. Using this completed dynamic solution, we can finally address the problem of frictional stability. The following theorem gives sufficient conditions for frictional stability of two-contact stances of a planar rigid body.

**Theorem 11** Let a planar rigid body \(B\) be at a frictional equilibrium configuration \(q_0\) on a piecewise-linear terrain under gravity. Then \(q_0\) possesses frictional stability if the following two conditions hold

1. \(q_0\) is a persistent equilibrium configuration

2. \(q_0\) possesses clattering stability
**Proof:** The proof, which is not given here in full detail, is based on the fact that these two conditions induce a chronological order on the phases of the completed dynamical system in response to a perturbation. This chronological order, which is illustrated in the flowchart of Fig. 6.1, is as follows. Consider a small perturbation at which both contacts are separated, and the contact mode SS is initially dictated. According to Theorem 6, since $q_0$ is a persistent equilibrium configuration, the dynamic response reaches an event of collision at one contact in a finite time. Then, according to Theorems 9 and 10, under the clattering stability condition, the system enter a sequence of collisions, which converges either to a Zeno limit point of one-contact re-establishment via bouncing motion, or to a Zeno limit point of two-contact re-establishment via clattering motion. In the first case, after the Zeno time, the dynamic response switches to constrained dynamics with a single contact, say $x_1$, sliding or rolling. According to Theorem 6, under the persistent equilibrium condition, the dynamics may switch between sliding and rolling, but eventually the separated contact $x_2$ is colliding. At this point, a deadbeat clattering event of infinite collisions in zero time occurs, and the system switches to a mode of two-contact sliding. Finally, the persistent equilibrium condition implies that the two sliding contacts are decelerating, and come to a full stop simultaneously, in a new equilibrium posture. Note that in case of an initial perturbation that dictates a contact mode different from SS (free-flying), the process simply starts from an advanced phase in the flowchart of Fig. 6.1, and proceeds as described above. Note, too, that the completed dynamical system goes through a finite number of phases (at most six in the "longest" scenario - free flying; bouncing; one-contact roll/slide; deadbeat clattering; two-contact sliding; complete stop). Each phase occurs in finite time, and can be bounded within an arbitrarily small neighborhood of $q_0$, by setting its initial perturbation arbitrarily.
small. Therefore, by composing the bounds of each phase, and checking the finite set of all possible scenarios, one can explicitly derive a bound $\epsilon$ on the initial perturbation, such that the entire dynamic response stays within a $\delta$-neighborhood of $q_0$ and reaches static equilibrium in finite time $t_0$, for any arbitrarily small $\delta$ and $t_0$. □

6.3 The Center-of-Mass Region of Frictional Stability

This section summarizes the procedure for computing the center-of-mass region achieving a stable equilibrium stance of a planar rigid body $\mathcal{B}$ supported by given contacts on a piecewise linear terrain. We assume that the coefficient of friction $\mu$, the coefficient of restitution $e$, as well as $\mathcal{B}$'s radius of gyration $\rho$, are all known. The procedure,
which is divided into three stages, is summarized in the following corollary.

**Corollary 6.3.1** Let \( \mathcal{B} \) be a planar rigid body, with a radius of gyration \( \rho \), a center-of-mass located at \( \mathbf{x} \). Consider a stance on two given contact points a piecewise linear terrain with coefficient of friction \( \mu \) and coefficient of restitution \( e \). Then the region of center-of-mass locations \( \mathbf{x} \) achieving an equilibrium stance with frictional stability is computed according to the following three steps.

1. Construct the feasible equilibrium region, which is the vertical strip whose computation is given in Chapter 2.

2. Enumerate all contact modes, compute their feasibility region and construct the persistent equilibrium region, whose computation is given in Chapter 4.

3. Construct the center-of-mass region guaranteeing clattering stability, as described in Chapter 5.

4. Finally, intersect all these regions, to obtain the region of center-of-mass locations guaranteeing an equilibrium stance with frictional stability.

**Graphical Example:** The following graphical example shows the center-of-mass stable equilibrium region for two stances on a symmetric terrain with coefficient of friction \( \mu = 0.5 \) and coefficient of restitution \( e = 0.1 \). The difference between the two stances, shown in Fig. 6.2a and 6.2b, is the value of \( \mathcal{B} \)’s radius of gyration \( \rho \), whose true length is shown on both stances. The feasible equilibrium region \( \mathcal{R}_{FF} \), whose computation does not depend on \( \rho \), is the vertical strip shown on both figures. The persistent equilibrium region for both stances was already computed in the graphical example of Fig. 4.6. The clattering stability region for both stances was already computed in the graphical example of Fig. 5.13. In this concluding example, the
persistent equilibrium region for each stance is shown as a dotted region, and the clattering stability region for each stance is shown as a shaded region. The intersection region, which appears as a dark-shaded region, is the center-of-mass stable equilibrium region. Note that when designing a legged robot or a rigid body according to frictional stability considerations, there is a tradeoff regarding the mass distribution, or radius of gyration $\rho$, as follows. Decreasing the radius of gyration (i.e. concentrating the mass near the center-of-mass) enlarges the clattering stability region. On the other hand, with a small radius of gyration, the dynamics is more sensitive to frictional dynamic ambiguities and inconsistencies, and thus the persistent equilibrium region is smaller. In the stance of Fig. 6.2a, with a large radius of gyration, the persistent equilibrium region is large, but the clattering stability region is small, and the region of intersection is located under the terrain. Thus, stable equilibrium stances are not achievable in this case. In the stance of Fig. 6.2b, with $\rho$ twice smaller, the
persistent equilibrium region is smaller, but the clattering stability region is larger, and the intersection region has a portion above the terrain, making stable equilibrium stances achievable. Finally, Fig. 6.2c shows an illustration of a two-legged mechanism (analyzed as a single rigid body) positioned in a stable equilibrium stance, by keeping the center-of-mass location sufficiently low. The small radius of gyration is achieved by taking a massive central body, with relatively thin limbs.
Chapter 7

Conclusion

This closing chapter concludes the results of this thesis, discusses their limitations, and sketches some possible directions of future research.

This thesis addressed the problem of identifying and computing stable equilibrium postures of multi-legged robots standing on rough terrain. Under the simplification of rigid-body paradigm and Coulomb’s friction model, the center-of-mass region achieving feasible equilibrium was computed and geometrically characterized for two-dimensional and three-dimensional stances. The results were then extended to account for stance robustness with respect to a given neighborhood of disturbance wrenches, and to multiple contact points. Next, the dynamics of planar mechanical systems with frictional contacts was formulated using the concept of contact modes, and the notion of frictional stability was defined. The criterion of strong equilibrium, which eliminates dynamic ambiguity, and persistent equilibrium, which eliminates dynamic inconsistency and dynamic jamming, were then presented. These criteria were formulated in terms of mass distribution and center-of-mass locations, and their relationship with frictional stability was established. The hybrid dynamical system
of a rigid body undergoing sequential collisions at two contacts was then formulated, and the two motions of bouncing and clattering were analyzed. Using the Poincaré map technique, a novel criterion for clattering stability was derived. Finally, using the concept of completed dynamical system, the concluding result of this thesis states that persistent equilibrium augmented by clattering stability are sufficient conditions for frictional stability of planar two-contact stances. This result, which is formulated in terms of contact arrangement, coefficient of friction, coefficient of restitution, mass distribution and center-of-mass location, is graphically demonstrated as a permissible region for center-of-mass locations.

We now discuss the main limitations of the results in this thesis. First, aside from the computation of feasible equilibrium region in 3D (Chapter 3), the analysis of continuous and hybrid dynamics is limited to the planar case. Second, most of the results were derived under the simplification of rigid-body paradigm, and are not suitable for robotic systems with multiple links. Third, the analysis of hybrid dynamics and the concluding results of frictional stability are limited to two-contact stances. Fourth, the concluding theorem provides only sufficient conditions for frictional stability. Though the component of persistent equilibrium seems also necessary, the requirement of clattering stability might impose requirements that are too conservative. When clattering stability is not satisfied, the hybrid dynamics results in complex sequences of collisions at the two contacts, whose analysis is much more complicated. Analyzing these sequences and derivation of conditions for their convergence is a challenging open problem. Fifth, the results of frictional stability are local, and consider infinitesimally small perturbations. Global analysis such as robustness of stability and computation of basin of convergence are not discussed here. Finally, the impact model in the hybrid system assumes frictionless impact, and does not incorporate
some more complicated models of frictional impact, nor account for other effects such as elastic vibrations due to impact [46].

We now list some possible directions for future extension of this work. First, generalizing the analysis of clattering to three or more contacts seems naturally as the next step. A first component of such analysis might be checking the clattering motion involving all possible pairs of contacts, and then try to analyze more complex collision sequences involving more than two contacts. Once this step is completed the second step would probably be generalization to three-dimensional stances, where the minimum number of contacts is three. Third, relaxing the rigid body assumption, the analysis of continuous and hybrid dynamics can be extended to account for robotic systems with multiple degrees-of-freedom and frictional contacts. Such analysis must incorporate for the control laws of the actuated joints into the dynamics, and may even result in synthesizing control laws that will improve the system’s stability. Fourth, in order to account for uncertainties in the coefficient of friction and in the radius of gyration, some computational tools should be developed for conservative approximate computation of equilibrium stances that will guarantee stability under a given range of uncertainties. Finally, an additional generalization, which is the ultimate objective of this research, among others, is the development of a fully autonomous planning algorithm for stable legged locomotion on rough terrain, which will use all the basic tools developed in this thesis, and yet will meet computational efficiency requirements, in order to successfully handle complicated real-world scenarios.
Appendix A

Additional Proofs of Results

A.1 Proofs of results from Chapter 2

Proof of Proposition 2.1.1:
Let \( \tilde{R}(w) = \text{conv}\{R_{ij}(w), 1 \leq i, j \leq k\} \). First we show that \( \tilde{R}(w) \subseteq R(w) \), then we show that \( R(w) \subseteq \tilde{R}(w) \).

1. Let \( x \in \tilde{R}(w) \). Then there exist center-of-mass locations \( x_{ij} \in R_{ij}(w) \) and non-negative scalars \( \lambda_{ij} \) such that \( x = \sum_{i,j} \lambda_{ij} x_{ij} \) where \( \sum_{i,j} \lambda_{ij} = 1 \). Consider now those \((i, j)\) indices for which \( \lambda_{ij} \neq 0 \). Since \( x_{ij} \in R_{ij}(w) \), there exists a \( 2k \)-vector \( f_{ij} \geq \vec{0} \) whose only non-zero components are associated with \( f_i \) and \( f_j \), such that \( f_{ij} \) satisfies the equilibrium condition: \( G_f f_{ij} = -f_{\text{ext}} \) and \( G_{\tau} f_{ij} = -(x_{ij}^T J^T f_{\text{ext}} + \tau_{\text{ext}}) \).

If one chooses the contact forces as \( f = \sum_{i,j} \lambda_{ij} f_{ij} \geq \vec{0} \), one gets

\[
G_f f = \sum_{i,j} \lambda_{ij} G_f f_{ij} = -\sum_{i,j} \lambda_{ij} f_{\text{ext}} = -f_{\text{ext}} \\
G_{\tau} f = \sum_{i,j} \lambda_{ij} G_{\tau} f_{ij} = -\sum_{i,j} \lambda_{ij} (x_{ij}^T J^T f_{\text{ext}} + \tau_{\text{ext}}) = -(x^T J^T f_{\text{ext}} + \tau_{\text{ext}}).
\]

Thus \( f \) satisfies the equilibrium condition (2.1) with center of mass at \( x \). Hence \( x \in R(w) \).
2. Let \( x \in \mathcal{R}(w) \). Let \( \tau_{\min} \) and \( \tau_{\max} \) be the solutions of the LP problems (2.3), and let \( f_{\min} \) and \( f_{\max} \) be the values of \( f \) corresponding to \( \tau_{\min} \) and \( \tau_{\max} \). Since \( x \) lies in the strip \( \mathcal{R}(w) = \{ x : \tau_{\min} \leq x \cdot J^T f_{\text{ext}} + \tau_{\text{ext}} \leq \tau_{\max} \} \), there exist two center-of-mass locations \( x_{\min} \) and \( x_{\max} \) on the edges of \( \mathcal{R}(w) \) such that \( x = \lambda x_{\min} + (1 - \lambda) x_{\max} \) for some \( \lambda \in [0, 1] \). Now recall that the extrema of a linear program always include a vertex of the constraints polytope. Let \( \mathcal{P} \) denote the constraints polytope. According to (2.3), \( \mathcal{P} \) is given by

\[
\mathcal{P} = \{ f \in \mathbb{R}^{2k} : G_f f = - f_{\text{ext}}, f \geq \vec{0} \}.
\]

Thus \( \mathcal{P} \) is defined by two equalities and \( 2k \) inequalities in \( \mathbb{R}^{2k} \). Each vertex of \( \mathcal{P} \) is an intersection of \( 2k \) facets of \( \mathcal{P} \), hence it satisfies \( 2k \) equalities out of the \( 2k+2 \) equations: \( f = \vec{0} \) and \( G_f f_v = - f_{\text{ext}} \). As a result, a vertex of \( \mathcal{P} \) has at most two non-zero components.

Since \( \tau_{\min} \) and \( \tau_{\max} \) are extrema of (2.3), \( f_{\min} \) and \( f_{\max} \) are vertices of \( \mathcal{P} \). Focusing first on \( f_{\min} \), it has at most two non-zero components, say \( i \) and \( j \). It follows that \( f_{\min} \) is generated only by two contact forces at \( x_i \) and \( x_j \). But \( f_{\min} \) corresponds to \( x_{\min} \) and satisfies \( G_f f_{\min} = - f_{\text{ext}} \) and \( G_x f_{\min} = - \tau_{\min} = - (x_{\min}^T J^T f_{\text{ext}} + \tau_{\text{ext}}) \).

Therefore \( x_{\min} \in \mathcal{R}_{ij}(w) \). Using similar arguments for \( f_{\max} \), there exist two indices \( m \) and \( n \) such that \( x_{\max} \in \mathcal{R}_{mn}(w) \). Finally, \( x = \lambda x_{\min} + (1 - \lambda) x_{\max} \) and therefore \( x \in \text{conv}\{\mathcal{R}_{ij}(w), \mathcal{R}_{mn}(w)\} \subseteq \tilde{\mathcal{R}}(w) \).

**Proof of Corollary 2.1.2:**

According to the proof of proposition 2.1.1, there exist at most four distinct contacts \( x_i, x_j, x_m, x_n \) such that \( \mathcal{R}(w) = \text{conv}\{\mathcal{R}_{ij}(w), \mathcal{R}_{mn}(w)\} \). Hence the entire strip \( \mathcal{R}(w) \) is determined by at most four contacts.

**Proof of Theorem 2:**

The wrenches parametrized by the vertices of \( \mathcal{W} = [\kappa_1, \kappa_2] \times [\nu_1, \nu_2] \) are: \( w_{11} = (f_{\text{ext}}^1, \nu_1) \), \( w_{12} = (f_{\text{ext}}^2, \nu_2) \), \( w_{21} = (f_{\text{ext}}^1, \nu_1) \), \( w_{22} = (f_{\text{ext}}^2, \nu_2) \), where \( f_{\text{ext}}^i = (\kappa_i, 1) \) for \( i = 1, 2 \). Let
\( \mathcal{R}(W) \) be the intersection of the feasible equilibrium strips associated with these four wrenches. We first show that \( \mathcal{R}(W) \) is the parallelogram of the theorem, then show that \( \mathcal{R}(W) = \mathcal{R}(W) \). Using Theorem 1 with \( \tau_{i,\min} \) and \( \tau_{i,\max} \), the strips \( \mathcal{R}(w_{ij}) \) are given by
\[
\mathcal{R}(w_{ij}) = \{ x : \tau_{i,\min} - \nu_j \leq x^T J f^i_{\text{ext}} \leq \tau_{i,\max} - \nu_j \} \quad \text{for } 1 \leq i, j \leq 2.
\]
Since \( \nu_j \) appears as a linear additive term in \( \mathcal{R}(w_{ij}) \) and \( \nu_1 \leq \nu_2 \), the intersection \( \mathcal{R}(W) \) can be written as
\[
\mathcal{R}(W) = \{ x \in \mathbb{R}^2 : \tau_{i,\min} - \nu_1 \leq x^T J f^i_{\text{ext}} \leq \tau_{i,\max} - \nu_2 \text{ for } i = 1, 2 \},
\]
which is the parallelogram specified in the theorem. Next we prove that \( \mathcal{R}(W) = \mathcal{R}(W) \) in two steps. First we show that \( \mathcal{R}(W) \subseteq \mathcal{R}(W) \), then we show that \( \mathcal{R}(W) \subseteq \mathcal{R}(W) \).

1. Let \( x \in \mathcal{R}(W) \). Then by definition \( x \) lies in \( \mathcal{R}(w) \) for all \( w \in W \). In particular, \( x \) lies in \( \mathcal{R}(w_{ij}) \) for \( 1 \leq i, j \leq 2 \), which implies that \( x \in \mathcal{R}(W) \).

2. Let \( x \in \mathcal{R}(W) \). Then by definition \( x \) lies in \( \mathcal{R}(w_{ij}) \) for \( 1 \leq i, j \leq 2 \). Hence there exist 2k-vectors \( f_{ij} \geq 0 \) satisfying the equilibrium condition
\[
G_f f_{ij} = -f^i_{\text{ext}} \quad \text{for } 1 \leq i, j \leq 2. \tag{A.1}
\]
We now show that \( x \) lies in the individual strips \( \mathcal{R}(w) \) for all \( w \) parametrized by \( W \).

Any \((p, q)\) in \( W = [\kappa_1, \kappa_2] \times [\nu_1, \nu_2] \) can be expressed as a convex combination of the four vertices:
\[
\begin{pmatrix} p \\ q \end{pmatrix} = \lambda_{11} \begin{pmatrix} \kappa_1 \\ \nu_1 \end{pmatrix} + \lambda_{12} \begin{pmatrix} \kappa_1 \\ \nu_2 \end{pmatrix} + \lambda_{21} \begin{pmatrix} \kappa_2 \\ \nu_1 \end{pmatrix} + \lambda_{22} \begin{pmatrix} \kappa_2 \\ \nu_2 \end{pmatrix},
\]
where \( \lambda_{ij} \in [0, 1] \) and \( \sum_{i,j} \lambda_{ij} = 1 \) for \( 1 \leq i, j \leq 2 \). Writing \( w = (f_{\text{ext}}, \tau_{\text{ext}}) \) such that \( f_{\text{ext}} = (p, 1) \) and \( \tau_{\text{ext}} = q \), we have that \( f_{\text{ext}} = (\lambda_{11} + \lambda_{12}) f^1_{\text{ext}} + (\lambda_{21} + \lambda_{22}) f^2_{\text{ext}} \) and
\[ \tau_{\text{ext}} = (\lambda_{11} + \lambda_{21}) \nu_1 + (\lambda_{21} + \lambda_{22}) \nu_2. \] It follows that the vector of contact forces \( \mathbf{f} = \sum_{i,j} \lambda_{ij} \mathbf{f}_{ij} \geq \mathbf{0} \) satisfies

\[
G_f \mathbf{f} = \sum_{i,j} \lambda_{ij} G_f \mathbf{f}_{ij} = -(\lambda_{11} + \lambda_{12}) f^1_{\text{ext}} - (\lambda_{21} + \lambda_{22}) f^2_{\text{ext}} = -f_{\text{ext}}
\]

\[
G_\tau \mathbf{f} = \sum_{i,j} \lambda_{ij} G_\tau \mathbf{f}_{ij} = -x^T J^T ((\lambda_{11} + \lambda_{12}) f^1_{\text{ext}} + (\lambda_{21} + \lambda_{22}) f^2_{\text{ext}}) -((\lambda_{11} + \lambda_{21}) \nu_1 + (\lambda_{21} + \lambda_{22}) \nu_2) = -(x^T J^T f_{\text{ext}} + \tau_{\text{ext}}).
\]

Thus \( \mathbf{f} \) satisfies the equilibrium condition (2.5) for \( \mathbf{w} = (f_{\text{ext}}, \tau_{\text{ext}}) \) and center of mass at \( \mathbf{x} \). Hence \( \mathbf{x} \in \mathcal{R}(\mathbf{w}) \). Since the above argument holds for all \( \mathbf{w} \) parametrized by \( \mathcal{W} \), we conclude that \( \mathbf{x} \in \mathcal{R}(\mathcal{W}) \). \( \square \)

### A.2 Proofs of results from Chapter 3

**Proof of Theorem 3:**

1. Since each contact \( x_i \) satisfies \( \mathbf{e} \in \mathcal{C}_i \), a vertical contact force \( f_i = -f_g \in \mathcal{C}_i \) can balance the gravitational force when \( \mathbf{x} \) lies on the vertical line through \( x_i \), hence \( x_i \in \mathcal{R} \). Since \( \mathcal{R} \) is a convex vertical prism, it must contain the vertical prism spanned by the contacts, which is precisely \( \Pi \).

2. We will show that for tame stances, any center-of-mass position that satisfies the equilibrium condition (3.1) must lie within \( \Pi \). We will use the following definitions. Let \( l_{12} \) denote the line passing through \( x_1 \) and \( x_2 \), and let \( B_{12} \) denote the plane perpendicular to \( l_{12} \) that passes through \( x_3 \). Let \( \mathcal{F}_{12} \) be a planar coordinate frame on \( B_{12} \). Let \( \tilde{f}_i \) and \( \tilde{f}_g \) denote the projections of the contact forces \( f_i \) and gravitational force \( f_g \) onto \( B_{12} \), expressed in the planar frame \( \mathcal{F}_{12} \). Similarly, let \( \tilde{x}_i \) and \( \tilde{x} \) denote the projections of the contacts \( x_i \) and center-of-mass \( \mathbf{x} \) onto \( B_{12} \), expressed in \( \mathcal{F}_{12} \). Note that \( n_u \) lies in \( B_{12} \).
and is perpendicular to $\bar{x}_3 - \bar{x}_1$. Let $\bar{n}_o$ denote $n_o$ expressed in the planar frame $\mathcal{F}_{12}$. Finally, let $J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$ be the planar 90° rotation matrix, and let $\sigma = \bar{n}_o^T J(\bar{x}_3 - \bar{x}_1)$. Since $f_1$ and $f_2$ generate zero torque about $l_{12}$, torque balance implies that the total torque generated by $f_g$ and $f_3$ about $l_{12}$ must sum to zero. This can be expressed in the planar frame $\mathcal{F}_{12}$ as $\bar{f}_g^T J(\bar{x} - \bar{x}_1) + \bar{f}_3^T J(\bar{x}_3 - \bar{x}_1) = 0$. Note that $J(\bar{x}_3 - \bar{x}_1) = \sigma \bar{n}_o$. Since the stance is tame, $f_3$ must satisfy $f_3 \cdot n_o = \bar{f}_3 \cdot \bar{n}_o > 0$. Therefore, the torque balance about $l_{12}$ implies that $\text{sgn}(\sigma)(\bar{f}_g^T J(\bar{x} - \bar{x}_1)) > 0$. The geometric implication of this inequality is that $x$ must lie within a semi-infinite halfspace containing $x_3$, which is bounded by the vertical plane passing through $x_1$ and $x_2$. Repeating this argument with the other two possible permutations of contact indices, we conclude that $x$ must lie within the vertical prism spanned by the contacts, which is precisely $\Pi$.

Proof of Lemma 3.4.2: The proof outline is as follows. For each type, we choose a set $\psi$ of $m$ parameters that parametrize the contact forces. A force $f_i$ that lies in the interior of its friction cone is parametrized by its three components in $\mathbb{R}^3$. A nonzero force $f_i$ that lies on the boundary of $C_i$ is parametrized by the pair $(c_i, \phi_i)$ as shown in (3.12). Composing this parametrization with (3.11) defines a map $\chi : \mathbb{R}^m \rightarrow N$. A necessary condition for a wrench $w$ to lie on a five-dimensional boundary cell of $N$, is that it is an image of a critical point of $\chi$, on which the $6 \times m$ Jacobian matrix $J = \frac{\partial \chi}{\partial \psi}$ has a rank of 5. We now validate this criticality condition for the three cases.

1. Two nonzero contact forces $f_1$ and $f_2$ are parametrized by their components.
The resulting $6 \times 6$ Jacobian matrix is given by

$$
\mathcal{J} = \begin{pmatrix}
I_{3 \times 3} & I_{3 \times 3} \\
[x_1 \times] & [x_2 \times]
\end{pmatrix}.
$$

It can be verified that the rank of $\mathcal{J}$ is automatically 5, as long as the contacts $x_1$ and $x_2$ do not coincide.

2. The contact force $f_1$ is parametrized by its three components in $\mathbb{R}^3$, while $f_2$ and $f_3$ are parametrized by $(c_2, \phi_2, c_3, \phi_3)$ as shown in (3.12). The resulting $6 \times 7$ Jacobian matrix of $\chi$ is given by

$$
\mathcal{J} = \begin{pmatrix}
I_{3 \times 3} & u_2(\phi_2) & c_2u'_2(\phi_2) & u_3(\phi_3) & c_3u'_3(\phi_3) \\
[x_1 \times] & [x_2 \times]u_2(\phi_2) & c_2[x_2 \times]u'_2(\phi_2) & [x_3 \times]u_3(\phi_3) & c_3[x_3 \times]u'_3(\phi_3)
\end{pmatrix},
$$

where $u'_i(\phi_i) = \cos(\phi_i)s_i - \sin(\phi_i)t_i$. Assume that $\text{rank}(\mathcal{J}) = 5$. Therefore, there exists a vector $\Omega = (\omega, v) \in \mathbb{R}^6$ such that $\Omega^T \mathcal{J} = 0_{1 \times 7}$. For convenience, let us locate the origin at $x_1$. Since the first three columns of $\mathcal{J}$ contain the identity matrix and a zero matrix, we get that $\omega = 0$. Therefore, $v$ must satisfy $v^T[x_i \times]u_i = v^T[x_i \times]u'_i = 0$ for $i = 2, 3$, where the dependencies on $\phi_i$ are omitted for convenience. Since $u_i$ and $u'_i$ are two linearly independent vectors lying on the tangent plane $\mathcal{B}_i$, there exist scalars $\kappa_i$ such that $\kappa_iu_i + (1 - \kappa_i)u'_i$ is parallel to $l_{i0}$ and $l_i$. Therefore, we get that $v^T[x_i \times]l_i = 0$, for $i = 2, 3$. Let us define $\tilde{v} = (v \cdot n_o)n_o$. Since $x_i$ and $l_i$ lie in $\mathcal{B}_o$, $[x_i \times]l_i$ is parallel to $n_o$. Therefore, we get $\tilde{v}^T[x_i \times]l_i = v^T[x_i \times]l_i = 0$. Scaling by $v \cdot n_o$ and relaxing the assumption $x_1 = 0$ gives the relation (3.13). The geometrical meaning of (3.13) is that the lines $l_{20}, l_{30}$ generate zero torque about $x_1$, thus they must pass through $x_1$. Note that (3.13) gives two uncoupled scalar equations in $\phi_2$ and $\phi_3$, each having up to two isolated solutions. Therefore, type-2 critical forces are parametrized
by the five scalars \((f_1, c_2, c_3)\), while \(\phi_2\) and \(\phi_3\) are fixed. It can be shown that the special case \(n_o \cdot v = 0\) occurs when the tangent planes \(B_2(\phi_2)\) and \(B_3(\phi_3)\) intersect at a common line that lies within the base plane \(B_o\). Note that this non-generic geometric relation violates the assumption of a tame stance.

3. Three contact forces lying on the boundaries of \(C_i\) are parametrized by the six scalars \((c_1, c_2, c_3, \phi_1, \phi_2, \phi_3)\). The \(6 \times 6\) Jacobian matrix of \(\chi\) is then given by

\[
\mathcal{J} = \begin{pmatrix}
    u_1(\phi_1) & c_1 u'_1(\phi_1) & u_2(\phi_2) & c_2 u'_2(\phi_2) & u_3(\phi_3) & c_3 u'_3(\phi_3) \\
    [x_1 \times u_1(\phi_1)] & c_1 [x_1 \times u'_1(\phi_1)] & [x_2 \times u_2(\phi_2)] & c_2 [x_2 \times u'_2(\phi_2)] & [x_3 \times u_3(\phi_3)] & c_3 [x_3 \times u'_3(\phi_3)]
\end{pmatrix},
\]

where \(u'_i(\phi_i) = \cos(\phi_i)s_i - \sin(\phi_i)t_i\). Assume that \(\det(\mathcal{J}) = 0\). Hence there exists a vector \(\Omega = (\omega, v) \in \mathbb{R}^6\) such that \(\Omega^T \mathcal{J} = 0_{1 \times 6}\). This implies that \(\omega^T u_i + v^T [x_i \times] u_i = 0\) and \(\omega^T u'_i + v^T [x_i \times] u'_i = 0\) for \(i = 1, 2, 3\), where the dependencies on \(\phi_i\) are omitted. Since \(u_i\) and \(u'_i\) both lie on the tangent plane \(B_i\), there exist scalars \(\kappa_i\) such that \(\kappa_i u_i + (1 - \kappa_i) u'_i\) are parallel to \(l_i\). Therefore, using this weighted sum gives \(\omega^T l_i + v^T [x_i \times] l_i = 0\) for \(i = 1, 2, 3\). Let us define \(\tilde{\omega} = E_o \omega\), and \(\tilde{v} = (v \cdot n_o)n_o\). Since \(l_i\) lies in \(B_o\), we have that \(\omega^T l_i = \tilde{\omega}^T l_i\). Furthermore, locating the origin on \(B_o\), we have that \([x_i \times] l_i\) is parallel to \(n_o\), hence \(\tilde{v}^T [x_i \times] l_i = v^T [x_i \times] l_i\). Therefore, we conclude that \(\tilde{\omega}^T l_i + \tilde{v}^T [x_i \times] l_i = 0\).

This implies that the vector \(\tilde{\Omega} = (s_o \cdot \omega, t_o \cdot \omega, n_o \cdot v)\) satisfies \(\tilde{\Omega}^T \mathcal{M} = 0\), and the matrix \(\mathcal{M}\) is singular, as stated in (3.14). The geometric meaning of (3.14) is that the three lines \(l_{i0}\) generate zero torque about \(n_o\), hence they are either parallel or have a common intersection point in \(B_o\). It can be shown that the special case \(s_o \cdot \omega = t_o \cdot \omega = n_o \cdot v = 0\) occurs when the tangent planes \(B_1, B_2, B_3\) intersect at a common line that lies within the base plane \(B_o\). Note that this non-generic geometric relation violates the assumption of a tame stance.
Finally, it can be verified that two forces lying within the interior of their friction cone and a third nonzero force on the boundary of its friction cone can be critical only in the non-generic situation where at least one friction cone is tangent to the base plane $\mathcal{B}_o$, thus violating the assumption of a tame stance. Therefore, no other type of critical contact forces exists. □

A.3 Proofs of results from Chapter 4

Proof of Lemma 4.3.1:

1. Substitution of $f_1 = f_2 = \vec{0}$ into (4.2) gives the rigid-body acceleration $a = \frac{1}{m} f_{ext}$ and $\alpha = \tau_{ext}/m\rho^2$. Substituting for $(a, \alpha)$ and the rigid-body relation (4.3) into the inequality constraints $n_i \cdot a_i \geq 0$ gives the region $\mathcal{R}_{SS}$ defined in the lemma.

2. Substituting the constraint $a_1 = \vec{0}$ into the acceleration formula (4.3), gives $a = J(x - x_1)\alpha$. Let the origin of the fixed reference frame be located at $x_1$, such that $x_1 = 0$. Substituting for $a$ in the force-part of (4.2) and using the constraint $f_2 = \vec{0}$, we get $f_1 = mJx\alpha - f_{ext}$. Substituting in the moment-part of (4.2), we get $x^T J (mJx\alpha - f_{ext}) + \tau_{ext} = I_c \alpha$. The solution for $\alpha$ and $f_1$ is thus given by

$$\alpha = \frac{1}{m\rho^2} (x^T J f_{ext} + \tau_{ext})$$
$$f_1 = -f_{ext} + \frac{1}{\rho^2} (Jx\tau_{ext} - Jxx^T J f_{ext}).$$

(A.3)

The inequality constraints $f^T_1 f_1^T \geq 0$ are equivalent to the inequalities $f_1 \cdot JC^T_1 \geq 0$ and $f_1 \cdot JC^T_1 \leq 0$. Substituting the solution for $f_1$ in (A.3) into these inequalities gives $T_1(x), T_2(x) \geq 0$. Finally, consider the inequality constraint $a_2 \cdot n_2 \geq 0$. Using the acceleration formula (4.3), $a_2 = -Jx_2 \alpha$. Finally, substituting for $a_2$ and $\alpha$ in the inequality $a_2 \cdot n_2 \geq 0$ gives $T_3(x) \geq 0$.
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3. Substituting the equality constraints $f_1^t = 0, f_2 = \vec{0}$ in (4.2) gives the force part
$ma = f_1^t C_1^t + f_{ext}$ and the moment-part $m\rho^2\alpha = (x_1 - x)^T J C_1^t f_1^t + \tau_{ext}$. Using the acceleration formula (4.3), the constraint $n_1 \cdot a_1 = 0$ gives $n_1 \cdot (a + J(x_1 - x)\alpha) = 0$, where $a = \frac{1}{m}(f_1^t C_1^t + f_{ext})$. Here, too, we select the origin of the fixed reference frame at $x_1$, such that $x_1 = 0$. Using the last two equations, the solution for $f_1^t$ and $\alpha$ is given by

$$f_1^t = \frac{1}{W_2(x)}((t_1 \cdot x)\tau_{ext} - \rho^2(f_{ext} \cdot n_1))$$

$$\alpha = \frac{1}{mW_2(x)}((n_1 \cdot f_{ext})x^T J^T C_1^t + (n_1 \cdot C_1^t)\tau_{ext}),$$

where $W_2(x) = \rho^2(n_1 \cdot C_1^t) + (t_1 \cdot x)x^T J^T C_1^t$. Let $W_1(x)$ be the numerator of $f_1^t$ in (A.4). Then $f_1^t = W_1(x)/W_2(x)$, and the inequality constraint $f_1^t \geq 0$ is satisfied either by $W_1(x) \geq 0$ and $W_2(x) \geq 0$, or by $W_1(x) \leq 0$ and $W_2(x) \leq 0$.

Next consider the inequality constraint $t_1 \cdot a_1 \geq 0$. Let $W_0(x)$ be the numerator of $\alpha$ in (A.4). Substituting for $a_1$ in $t_1 \cdot a_1 \geq 0$ gives the inequality $\frac{1}{mW_2(x)}((n_1 \cdot x)W_0(x) + \frac{1}{m}(t_1 \cdot (C_1^t W_1(x) + f_{ext}W_2(x)))) \geq 0$. Let $W_3(x)$ be the numerator of the resulting inequality, so that $t_1 \cdot a_1 = W_3(x)/W_2(x) \geq 0$. In the case where $W_2(x) \geq 0$, the inequality constraint becomes $W_3(x) \geq 0$. In the case where $W_2(x) \leq 0$, the inequality constraint becomes $W_3(x) \leq 0$. Last consider the inequality constraint $n_2 \cdot a_2 \geq 0$. Using (4.3), $a_2 = a + J(x - x_2)\alpha$. Substituting for $a_2$ in $n_2 \cdot a_2 \geq 0$ gives the inequality $\frac{1}{mW_2(x)}(t_2 \cdot (x - x_2)W_0(x) + \frac{1}{m}((n_2 \cdot C_1^t)W_1(x) + (n_2 \cdot f_{ext})W_2(x)))) \geq 0$. Let $W_4(x)$ be the numerator of the inequality, so that $n_2 \cdot a_2 = W_4(x)/mW_2(x) \geq 0$. In the case where $W_2(x) \geq 0$, the inequality constraint becomes $W_4(x) \geq 0$. In the case where $W_2(x) \leq 0$, the inequality constraint becomes $W_4(x) \leq 0$. Thus $\mathcal{R}_{RS} = \mathcal{R}_{RS}^1 \cup \mathcal{R}_{RS}^2$ such that $W_1(x), W_2(x), W_3(x), W_4(x) \geq 0$ for $\mathcal{R}_{RS}^1$, and $W_1(x), W_2(x), W_3(x), W_4(x) \leq 0$ for $\mathcal{R}_{RS}^2$.
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4. In general terrain geometry, the contact normals are not parallel, and hence, in order to satisfy the simultaneous sliding along $+t_i$ at $x_i$, the body's instantaneous center of acceleration must lie at $p_{nn}$ - the intersection point of the two contact normals. The accelerations at the contact points are given by $a_i = J(x_i - p_{nn})\alpha$ and the center-of-mass acceleration is given by $a = J(x - p_{nn})\alpha$. 

Recall the definition of the point $p_{ll}$ as the intersection of the left edges of the friction cones $C_i^l$. Let us define $d_i$ as the signed distances of $p_{ll}$ from $x_i$, such that $p_{ll} = x_i + d_i C_i^l$ for $i = 1, 2$. Let us chose a frame whose origin is located at $p_{ll}$, such that that $x_i = -d_i C_i^l$. The terms $x_i^T J C_i^l = -d_i (C_i^l)^T J C_i^l$ vanish, since $J$ is skew-symmetric. The physical meaning is that contact forces along $C_i^l$ generate zero torque about $p_{ll}$. Using the constraints $f_1 = f_2 = 0$, the equations of motion (4.2) reduce to

$$C_1^l f_1^l + C_2^l f_2^l + f_{ext} = mJ(x - p_{nn})\alpha \tag{A.5}$$

Pre-multiplying the force equation by $x^T J^T$ and adding to the torque equation, the solution for $\alpha$ is given by

$$\alpha = (x^T J^T f_{ext} + \tau_{ext})/m(x^T (x - p_{nn}) + \rho^2) = Q_0(x)/mQ_3(x) \tag{A.6}$$

The inequality constraints of acceleration are thus given by

$$a_i \cdot t_i = t_i^T J(x_i - p_{nn})\alpha = n_i \cdot (p_{nn} - x_i)\alpha > 0 \ , \ i = 1, 2. \tag{A.7}$$

Substituting the solution (A.6) for $\alpha$, the inequalities (A.7) become $Q_1(x)/Q_3(x) \geq 0$ and $Q_2(x)/Q_3(x) \geq 0$. These inequalities are satisfied either by $Q_1(x), Q_2(x), Q_3(x) \geq 0$ or by $Q_1(x), Q_2(x), Q_3(x) \geq 0$.
Finally, multiplying the force part of (A.5) by $JC_i^l$ for $i = 1, 2$, the solutions of $f_1^l$ and $f_2^l$ are given by

$$f_1^l = \frac{(mC_2^l \cdot (x - p_{nn})\alpha + C_2^l \cdot Jf_{ext})}{(C_2^l \cdot J^TC_1^l)} = \frac{Q_4(x)}{Q_3(x)}$$

$$f_2^l = \frac{(mC_1^l \cdot (x - p_{nn})\alpha + C_1^l \cdot Jf_{ext})}{(C_1^l \cdot J^TC_2^l)} = \frac{Q_5(x)}{Q_3(x)}$$

The force inequalities $f_1^l, f_2^l \geq 0$ are thus satisfied either by $Q_3(x), Q_4(x), Q_5(x) \geq 0$ or by $Q_3(x), Q_4(x), Q_5(x) \geq 0$.

Thus $\mathcal{R}_{RR} = \mathcal{R}_{RR}^1 \cup \mathcal{R}_{RR}^2$ such that $Q_1(x), Q_2(x), Q_3(x), Q_4(x), Q_5(x) \geq 0$ for $\mathcal{R}_{RR}^1$, and $Q_1(x), Q_2(x), Q_3(x), Q_4(x), Q_5(x) \leq 0$ for $\mathcal{R}_{RR}^2$. 
Appendix B

Algorithm for Computing $\mathcal{R}$ for planar multiple-contact stances

We describe an algorithm for computing the feasible equilibrium strip of a $k$-contact stance such that $\mathcal{B}$ is subjected to the nominal gravitational wrench $w_0 = (f_g, 0)$ (the algorithm is basically unchanged for a general external wrench). Let $e$ denote the vertical upward direction in the two-dimensional environment, and let $(s, t)$ denote the horizontal and vertical coordinates of the fixed world frame. For simplicity of the algorithm, we make a reasonable assumption that the friction cones are upward pointing, in the sense that $f_i \cdot e \geq 0$ for all $f_i \in C_i$ and $i = 1 \ldots k$. The algorithm uses two lists $\mathcal{L}_1$ and $\mathcal{L}_2$ for the $2k$ directed lines aligned with the friction cones’ edges. The lines pointing to the left of $e$ are stored in $\mathcal{L}_1$, and the lines pointing to the right of $e$ are stored in $\mathcal{L}_2$. It is worth noting that the two edges of a particular friction cone can be both left-pointing or right-pointing e.g., the edges of $C_2$ in Figure B(a). The $j^{th}$ line has the form: $l_j = \{(s, t) : t = a_j s + b_j\}$, where $(a_j, b_j)$ are the line’s slope and $t$-axis intercept. Let $\mathcal{S}$ be the set of intersection points of lines in $\mathcal{L}_1$ with the
lines in $L_2$. A key observation is that the edges of $R(w_0)$ are vertical lines that pass through the leftmost and rightmost points of $S$. Hence the computation of $R(w_0)$ reduces to the computation of the leftmost and rightmost points of $S$. We describe the portion of the algorithm which computes the rightmost point of $S$.

The following discussion refers to the pseudo-code given below. In step 1.1 the algorithm computes a vertical line $l'(0)$ which lies on the right side of $S$. The computation of this line is based on a trigonometric formula involving the slope and intercept of the lines in $L_1$ and $L_2$ [78]. The resulting line $l'(0)$ satisfies the following separation condition. Let $p_1$ denote the highest intersection point of the lines of $L_1$ with $l'(0)$, and let $p_2$ denote the lowest intersection point of the lines of $L_2$ with $l'(0)$. Then $l'(0)$ satisfies the condition that $p_2$ lies above $p_1$, a condition which implies that $l'(0)$ lies to the right of $S$ (Figure B(a)). In step 1.2 the algorithm computes an initial vertical sweep line $l(0)$ which passes through a point of $S$. While any point of $S$ can be selected, the algorithm selects the intersection point of the highest right-pointing line with the lowest left-pointing line along $l'(0)$ as a good initial guess (Figure B(a)). Note that $l(0)$ typically does not satisfy the separation condition.

The $i^{th}$ iteration of the algorithm consists of three steps. In step 2.1 the algorithm sets a vertical line at the middle of the strip bounded by $l(i)$ and $l'(i)$. In step 2.2 the algorithm checks the separation condition along the middle line. If it is satisfied, the middle line lies to the right of $S$ and $l'(i+1)$ moves to the middle line. In this case $l(i+1)$ moves to a new point of $S$ which lies on the right side of $l(i)$. If the separation condition does not hold on the middle line, $l(i+1)$ moves to a point of $S$ on the right side of the middle line while $l'(i+1) = l'(i)$. In step 2.3 the algorithm prunes the lists $L_1$ and $L_2$ according to their intersection pattern with the new sweep line. Any line in $L_1$ whose intersection with $l(i+1)$ lies at or above $p_2$ does not contribute points
to \( S \) on the right side of \( l(i+1) \). Hence this line is removed from \( L_1 \). Similarly, any line in \( L_2 \) whose intersection with \( l(i+1) \) lies at or below \( p_1 \) is removed from \( L_2 \). The algorithm terminates when \( L_1 \) and \( L_2 \) both become empty. This event occurs precisely when \( l(i+1) \) passes through the rightmost point of \( S \). A pseudo-code of the algorithm follows.

**Line Sweep Algorithm for Computing \( R(w_0) \)**

**Data structures:** Lists \( L_1 \) and \( L_2 \) containing indices of left and right pointing lines.

1. **Initialization**

   1.1 Compute initial vertical line \( l'(0) \) on the right side of \( S \):
      
      - Set \( a^1_{\min} = \min_{j \in L_1} a_j \) and \( a^1_{\max} = \max_{j \in L_1} a_j \).
      - Set \( a^2_{\min} = \min_{j \in L_2} a_j \) and \( a^2_{\max} = \max_{j \in L_2} a_j \).
      - Set \( b^1_{\max} = \max_{j \in L_1} b_j \) and \( b^2_{\min} = \min_{j \in L_2} b_j \).
      - Set \( l'(0) \) at \( s'(0) = \max \{ \frac{b^1_{\max} - b^2_{\min}}{a^2_{\max} - a^1_{\min}}, \frac{b^1_{\max} - b^2_{\min}}{a^2_{\max} - a^1_{\min}} \} \).

   1.2 Compute initial sweep line \( l(0) \):
      
      - Set \( j'_0 = \arg \max_{j \in L_1} \{ a_j s'(0) + b_j \} \) and \( j_0 = \arg \min_{j \in L_2} \{ a_j s'(0) + b_j \} \).
      - Set \( l(0) \) at \( s(0) = \frac{b_{j'_0} - b_{j_0}}{a_{j'_0} - a_{j_0}} \).

   1.3 Set \( i = 0 \).

2. **Repeat:**

   2.1 Set middle line at \( s_m = (s(0) + s'(0))/2 \).

   2.2 Check separation condition along middle line:
      
      - Set \( t^1_{\max} = \max_{j \in L_1} \{ a_j s_m + b_j \} \) and \( t^2_{\min} = \min_{j \in L_2} \{ a_j s_m + b_j \} \).
      
      - If \( t^2_{\min} \leq t^1_{\max} \) set \( l(i+1) \) at \( s(i+1) = s_m \). Goto step 2.3.
      
      - Otherwise set \( l'(i+1) \) at \( s_m \) and \( s(i+1) = s(i) \) (middle line lies on right side of \( S \)).
2.3 Prune redundant lines from $L_1$ and $L_2$:

Set $t_{max}^1 = \max_{j \in L_1} a_j s(i+1) + b_j$ and $t_{min}^2 = \min_{j \in L_2} a_j s(i+1) + b_j$.

Remove from $L_1$ any $j$ such that $a_j s(i+1) + b_j \leq t_{min}^2$.

Remove from $L_2$ any $j$ such that $a_j s(i+1) + b_j \geq t_{max}^1$.

2.4 If $L_1$ and $L_2$ become empty, return $l(i+1)$ and STOP.

2.5 Move sweep line to a new point of $S$:

Set $j_0 = \arg \min_{j \in L_2} \{a_j s(i+1) + b_j\}$.

Set $l(i+1)$ at $s(i+1) = \max_{j \in L_1} \frac{b_j - b_{j_0}}{a_{j_0} - a_j}$.

2.6 Increment $i$.

End of repeat loop

The correctness and runtime of the algorithm is summarized in the following lemma.

In the lemma, $\Delta$ is basically the maximal horizontal distance between the points of $S$, while $\delta$ is bounded from below by the horizontal distance between the two rightmost points of $S$ [78].

**Lemma B.0.1 ([78])** Let $B$ be supported by $k$ upward pointing frictional contacts and be subjected to the gravitational wrench $w_0 = (f_g, 0)$. Then the sweep line algorithm computes the right edge of $R(w_0)$ in $O(k \cdot \min\{k, \log(\Delta/\delta)\})$ steps, where $\Delta$ is the initial search width and $\delta$ is the minimal search width.

In worst case the algorithm runs in $O(k^2)$ steps, which is the same as a naive computation of all points in $S$. However, the algorithm repeatedly prunes lines from $L_1$ and $L_2$ and is therefore more efficient than the naive computation. Moreover, in practical settings $\log(\Delta/\delta)$ is a small constant. For instance, let $l_0$ be the horizontal distance between $x_1$ and $x_6$ in the 6-contact stance of Figure B(b). Then $\Delta = 0.86l_0$. 
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δ = 0.06l_0, and consequently log(Δ/δ) = 3.85. Thus min\{k, log(Δ/δ)\} = log(Δ/δ) in practice, and the time complexity of the algorithm is practically linear in k.

**Execution Example:** Consider the 6-contact stance shown in Figure B(b), with a coefficient of friction $\mu = 0.4$. An execution of the algorithm on this example yields the initial sweep line $l(0)$. After the first iteration the sweep line moves to $l(1)$. At this stage the lists $L_1$ and $L_2$ become empty and the algorithm terminates with $l(1)$ as the right edge of $R(w_0)$. Note that a naive computation would require inspection of $6^2 = 36$ intersection points.
Appendix C

Computation of Type-3 Boundary Curves

We now provide a numerical procedure for computing type-3 boundary curves. The condition for type-3 critical equilibrium forces is formulated as a single implicit polynomial, which can be solved numerically. The directions \((\phi_1, \phi_2, \phi_3)\) of type-3 critical equilibrium forces form a one-dimensional manifold, which is the solution set of the two scalar equations given in (3.14). Recall that \((s_o, t_o, n_o)\) is a right-handed frame such that \(n_o\) is normal to the base plane \(B_o\). Let us define another right-handed frame \((\hat{x}, \hat{y}, \hat{z})\), such that \(\hat{z}\) is the upward vertical direction. Let us define the variables \(\beta_i = \tan(\phi_i/2)\), which transform trigonometric expressions into algebraic expressions via the identities \(\sin(\phi_i) = \frac{2\beta_i}{1+\beta_i^2}\), \(\cos(\phi_i) = \frac{1}{1+\beta_i^2}\). Substituting into (3.14) and multiplying by the numerators \(1 + \beta_i^2\) gives

\[
\begin{align*}
\det \begin{bmatrix} v_1(\beta_1) & v_2(\beta_2) & v_3(\beta_3) \end{bmatrix} &= 0, \\
\det \begin{bmatrix} w_1(\beta_1) & w_2(\beta_2) & w_3(\beta_3) \end{bmatrix} &= 0, \quad (C.1)
\end{align*}
\]
where

\[
\begin{pmatrix}
v_{x_i} \\
v_{yi} \\
v_{zi}
\end{pmatrix} = \begin{pmatrix}
av_{x_i}^2 + b_{x_i} + c_{x_i} \\av_{yi}^2 + b_{yi} + c_{yi} \\av_{zi}^2 + b_{zi} + c_{zi}
\end{pmatrix}
\quad w_i(\beta_i) = \begin{pmatrix}
w_{si} \\
w_{ti} \\
w_{ni}
\end{pmatrix} = \begin{pmatrix}
d_{si}^2 + e_{si} + f_{si} \\d_{ti}^2 + e_{ti} + f_{ti} \\d_{ni}^2 + e_{ni} + f_{ni}
\end{pmatrix},
\]

\(a_{x_i} = \hat{x} \cdot (n_i - \mu s_i), \quad b_{x_i} = 2\hat{x} \cdot t_i, \quad c_{x_i} = \hat{x} \cdot (n_i + \mu s_i),
\)

\(a_{yi} = \hat{y} \cdot (n_i - \mu s_i), \quad b_{yi} = 2\hat{y} \cdot t_i, \quad c_{yi} = \hat{y} \cdot (n_i + \mu s_i),
\)

\(a_{zi} = \hat{z} \cdot x_i \times (n_i - \mu s_i), \quad b_{zi} = 2\hat{z} \cdot x_i \times t_i, \quad c_{zi} = \hat{z} \cdot x_i \times (n_i + \mu s_i),
\)

\(d_{si} = s_i^T R_{90} M_i (n_i - \mu s_i), \quad e_{si} = 2\mu s_i^T R_{90} M_i t_i, \quad f_{si} = s_i^T R_{90} M_i (n_i + \mu s_i),
\)

\(d_{ti} = t_i^T R_{90} M_i (n_i - \mu s_i), \quad e_{ti} = 2\mu t_i^T R_{90} M_i t_i, \quad f_{ti} = t_i^T R_{90} M_i (n_i + \mu s_i),
\)

\(d_{ni} = n_i^T R_{90} M_i [s_i \times] (n_i - \mu s_i), \quad e_{ni} = 2\mu n_i^T R_{90} M_i [s_i \times] t_i, \quad f_{ni} = n_i^T R_{90} M_i [s_i \times] (n_i + \mu s_i)
\)

\(R_{90} = I + [n_i \times], \quad \text{and} \quad M_i = I - (1 + \mu^2)n_i n_i^T, \quad \text{for} \ i = 1, 2, 3.
\)

Our goal is now to eliminate \(\beta_1\) from the two equations (C.1) and get a single polynomial in \(\beta_2\) and \(\beta_3\). For any particular choice of \(\beta_3\), this polynomial can be numerically solved for all real roots of \(\beta_2\), and then \(\beta_1\) can be found by solving an additional quadratic equations. For convenience, let us locate the origin at \(x_1\), which implies that \(v_{z1} = w_{s1} = 0\). Assuming that a particular value for \(\beta_3\) is chosen, the terms \(v_{x3}, v_{y3}, v_{z3}, w_{x3}, v_{i3}, v_{n3}\) are known scalars. The two equations in (C.1) can now be rewritten as

\[
h_2\beta_1^2 + h_1\beta_1 + h_0 = 0, \quad q_2\beta_2^2 + q_1\beta_2 + q_0 = 0,
\]

where \(h_i = h_{i2}\beta_2^2 + h_{i1}\beta_1 + h_{i0}, \quad q_i = q_{i2}\beta_2^2 + q_{i1}\beta_2 + q_{i0}\), for \(i = 0, 1, 2\) (C.2)

and the coefficients \(h_{ij}\) and \(q_{ij}\) for \(i, j \in \{0, 1, 2\}\) are listed in Table C.

Using dialytic elimination methods [95], \(\beta_1\) can be eliminated from the two equations in (C.1) by computing its resultant, given by

\[
\Delta = (h_2 q_0 - q_2 h_0)^2 + (h_2 q_1 - h_1 q_2) (h_0 q_1 - q_0 h_1).
\]
The value of the eliminated unknowns where the coefficients (in Eq. (C.1)) can be computed numerically. The value of the eliminated unknowns can now be computed by solving one of the quadratic equations in (C.1). Note that since some of the resulting roots are artificial solutions which do not solve the original system, all real solutions must be checked, and those who do not satisfy both equations in (C.1) simultaneously should be ruled out.
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הנהרות숏ת שישים חיכוכים של רובוטים
ניידים - חישוב, אפיטון גיאומטרי, ניתה
 anthropology
 כן בודה

odore

odore
הנהלה שיויר משקל היברילי של רובוטים
ניידים - הרשויות, אפין גיאאמר, ניווט
לידיה

טובר על מחקר
לשם מילוי חלקי של הדורשות לקבלת תואר
דוקטור לפילוסופיה

ידור אבר

הנהלה לטכנולוגיה — מרכז טכנולוגיה לישראל
ת有效性"2007
הל היפר
הכרת תודה

ראשיות, ברצות להודות לפרסום'יאלן רימן על ערタイト הנחיתות המוסריה בכל שולח המתקד.

הודות לכל אנשי צוות המרכז לעורר יוצר וробוטיקה בטכניון על סיועו.

על בניין מערכות היגוי.

בנסף, הונם מרדה לפקרתת להנדסת מכונות בטכניון, שחייתה בימים המשי.

בممוש עשר השנים האזרחים.

ולסינים, תודה לכל ביני משפחתי האזרחים על תמיכתם ועידודם לאזרחי כל הדור.

אニー מרדה טובני, מלבנת זאמס, כור חומלאים של הטכניון כלמלגת לביצון (מאות ר'"ת) על התמיכתם בכספיית תדמית בשיתוף

הכרת תודה

יתוח על מחקר עשה בהדרכת פרופסור יאלן רימן
בפקולטה להנדסת מכונות
עבדה 2 ומקדישת באחה לטישתת היקר


과학绘本 "Humanoids" 

שלב علم-רפואי מרכזי בきたן טורים על הרובוטים ועקרונות התכנות שלהם. 

רובוטים עליליים. הורישים מבלי תודות ציבוריות ויתור מרכבים עם תדמיתיים וחלשים. יסודם לבליעה של בקשות קשים מבלי תודעה או אזדה. הרובוטים עקביים שמתוישים 

אופיוניסטיים. בנים שמתוישים לטרוור סרייק חילי והצלה בכוחות מוכרים כאית 

הוריות בין לארח פיגוע או רעיית א悻ה. שימשו לארך עבירות התוכנית את 

ב슥בנה תחרות כבדה, שמתוישים באתים כנין שמתוישות משאות בכדי בשתי סכרים 

סריקה של ידי מבצר ללא סימן היד חום. וודא. ודוניו של שד פסфи סניה הרטורית 

שלד רובוטים ה𫖯ונים כוון חנה הרובוטים דמי אדס, (Humanoids) 

רבותי בוליאך ארבע 

רבותים ליווייוספו בצואים למשחקים. רובי כלום של כל יצורים ניתן. ומ רובים 

בול שיש-robatים שбанה על שמך השראה מתהליך החיקוי והתקיקים. 

הליכת רובוטים אוPsygoים מציריך פיתוח תאלטרטומיס תcdnו התכנות והחישוב 

בתאום תוטו ה المصرية ותקנון הרובוטים. גיבוב הדגמה הטיוטית חם, quán-

תוח אאתיסים וברק מדרונות. עלTECTודpegawai בון בושת קשקע של מים סלע 

כון אדס. ב- Humanoids ניסים במשב שוי משקל סטטי בכל רגע ומקהל חיות. 

כון-הליכה-הקודיסטים מציריך פיתוח ה Tucker שטיוטיות לאלפנות והsetVisibleים 

קהל. שיקומי עם דירוג נספח כוון עפעפיות dem בחוזות החזותיים וייצוגים יינמטים 

לתיופה של מעבה של רמי המשקלו. 

עבירות מחקר קודה לפורת פבד צלוס תדנוזה המבוססות על.Parcelable קובה צבוע. 

ד
The basic concept is to use a variety of solutions to create a combination of models. The goal is to achieve the best results in the current environment.

In this paper, we present a method for combining multiple models to achieve a better solution than using any single model. We demonstrate the effectiveness of this approach through experiments on a variety of datasets.

The key idea is to use a combination of models to improve the prediction accuracy. This is achieved by using a weighted sum of the predictions from each model.

The experiments were conducted on a variety of datasets, including real-world and synthetic data. The results show that our approach is effective in improving the accuracy of the predictions.

We believe that this method has the potential to be widely used in many fields, such as finance, healthcare, and social sciences. The key to success is to carefully select the models to be combined and to tune the weights to optimize the performance.

In conclusion, we have demonstrated the effectiveness of our approach in improving the accuracy of predictions. We believe that this method has the potential to be widely used in many fields, and we encourage further research to explore its applications.
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